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INSTRUMENTATION AND DATA
PROCESSING

INSTRUMENTS

SUR 1L’ASTATISATION DES SEISMOGRAPHES VERTICAUX
A RESSORT MAGNETIQUE

PAR
EUGEN BERCEI?

Les problémes spéciaux qui apparaissent & 1’astatisation des séis-
mographes verticaux ont recu, au cours du temps, plusieurs solutions.
On connait pour les cas classiques les solutions données par Wiechert,
Richardson, Wilip, La Coste et Grenet.

Une synthése du probléme a été faite par Arhanghelskii
(1960).

Utilisant la maniére de Arhanghelskiidetraiter le probléeme,
on donne, en ce qui suit, les résultats théoriques applicables dans ’asta-
tisation d’un séismographe vertical & ressort magnétique selon I’hypothése
que le ressort magnétique a, dans le domaine d’utilisation, une caractéris-
tique qui peut étre considérée linéaire.

Avec référence & figure 1 on usera les notations suivantes :

R, — distance du centre de poids du pendule & 1’axe d’oscil-
lation,

a — bras de la force F du ressort de compression mag-
nétique,

b — distance entre 1'axe d’oscillation et le bout fixe du res-
sort,

! Université de Timisoara, Station Séismologique. Timisoara, Roumanie,
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% — angle donné par a avec R,
B — angle donné par b avec la position d’équilibre,
0 — angle de déviation du pendule avec sa position d’équi-

libre,

K — moment d’inertie du pendule,
4 — longueur initiale du ressort,
Z — longueur AB du ressort soumis & la sollicitation envi-
sagée dans figure 1.
Z, — longueur du ressort en position d’équilibre
¢ — rigidité du ressort,
F =c¢(f —Z) — force du ressort dans ce cas,
T, n — période et fréquance du pendule
M(9) — somme des moments extérieurs.

En négligeant les forces dissipatives 1’équation du mouvement du
pendule est :

a6
K — = M(6
‘e (9) (1)

Le moment M(6) peut étre developpé en série Mac Laurin :

M(B) = M(0) + 9M(0) + 6 M(0) + -(;—S—M"’(O) + ... @)

2

dans laquelle M(0) = 0

Fig.1. — Ressort magnétique avec caractéristique linéaire.

En négligeant la puissance supérieure de 6 1’équation du mouvement
devient :

2 ’ ’ g
426 M(0) (1 + M"(0) 6+ M(0) 62>6 -0 ®)
as K 2M'(0) 6.1°(0)
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D’ici on peut obtenir le période du pendule :

MAOTE o MOTE o,
82K 247K

o |-

T = T4l — )

MUOTE ; MOTE o,
8r2K 24m2K

'Supposant que sont suffisament petites nous

obtenons :

MAOTE o MUOTY o,

T = T, +
162K 487K

(5

relation qui explique la dépendance de T de T, de la déviation angulaire
6 et de la position d’équilibre,

Pour éliminer les dissymétries des mouvements propres et la dépen-
dance la période de la grandeur de la déviation angulaire il faut que les
expressions en 6 et 02 de (5) soient négligeables.

Du calcul des trois dérivés de M (8) on obtient :

MA0) = — Zab2e si;:(ﬁ — % e (é)— —1 )cos B — ) (6}
M0) = — M) - 3%a®b%e sin (B —Zaa) cos(f — o) _ 3Cadb3¢ si;‘:(ﬂ — ) -

M) = — MA(0) — 3¢ a?b%ke cosa2({3 =) " 18 Ea?b3 sin”(B - wcos(B—a)
ZO ZO
_ 15%atblesin'(B — a) (8)
Z,

Désirant, éliminer les dissymetries du mouvement il faudra imposer
la condition :

M7(0)=0 9)

D’ici on peut déduire :

cos(f — o) = -:— (103



10 R E. BERCEI 4

ou cos(@ — o) = (n
a

Prenant pour « la valeur zéro, on déduit que deux variantes de pen-
dules sans boitement sont possibles dans le cas ou le ressort occupe la posi-
tion de cathéte dans le triangle OAB,

Le montage le plus avantageux, dans notre cas est donné par la con-
dition (10), pour laquelle on obtient :

M(0) = — a%¢ (12)
M’7(0) = a%¢ (1 + §£) (13)
0
Ty = 21:V K (1)
a%c

La dernjere relation montre que si on désire de grandes périodes, il
est avantageux d’avoir un grand moment d’inertie, en méme temps qu’'un
petit 1évier a et une petite rigidité du ressort.

La diminuation de la rigidité et le maintien d’une certaine force né-
cessitée par la construction n’est pas possible dans le cas du ressort héli-
coidal classique.

! Fig. 2. — Ressort magnétique a trois
composantes.

/

[EEEESEEEES &

Cela devient possible par l'utilisation d’un ressort magnétique &
trois composantes disposées avec les polarités comme en figure 2 dans la-
quelle les aimants 1 et 3 sont fixes, I’aimant 2 étant le bout mobile du res-
sort.
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Le ressort principal est celui de compression formé par les aimants
1 et 2, l'aimant fixe ayant role de “flexuosité”.

Les données expérimentales suivantes ef les résultats recus ong été
obtenus & ’aide de trois aimants de céramique identiques du point de vue
des caractéristiques, la distance entre les composantes fixes 1 et 3 ainsi
que le domaine de fonctionnement du ressort choisi étant dicté par des
considérations qu'on ne discute pas ici.

Drans le cas du ressort de compression formé par ’aimang fixe 1 et
l’'aimant mobile 2, la caractéristique expérimentale peut étre obtenue en
représentant graphiquement des mesurages de la force par rapport a la
distance entre les deux aimants.

En considérant ensuite le ressort de traction formé par 1’aimant fixe
3 et ’'aimant mobile 2 on obtient une caractéristique de la méme allure qui
peut étre considérée comme le reflet de 1’allure anférieure par rapport a
une droite x = const.

Evidemment, la caractéristique du ressort magnétique & trois compo-
santes peut étre obtenue par la composition des deux caractéristiques ob-
tenues, en tenant compte de I’épaisseur de I’aimant mobile.

Dans la partie expérimentale on a tenue compte seulement de la par-
tie de stabilité du ressort & trois composantes.

Les parties qui présentent un intérét par leurs caractéristiques ong
ét¢ calculés approximativement par des arcs de parabole cubiques calculés
4 ’aide du polynéme d’interpolation de Lagrange :

fI (x — z4)
n 8=1i
P@) = Y i E—— (15)
B ) RN
ph

Les résultats obtenue sont des paraboles cubiques :

P(z) = — 0,08533 z3 + 5,43994 z? — 133,86577 x + 1573,99562 (16)

pour la partie de la caractéristique de 1’arc de compression et

Q(x) = — 0,04266 2® + 5,11973 x% — 189,72392 x + 2517,88625 i a7)

pour la partie de la caractéristique de 1’arc de traction,
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Pour les caractéristiques du ressort & trois composantes on a trouvé
l’expression :

R(x) = — 0,12799 2% -+ 7,99983 z2 — 169,99729 z + 2004,29547 18

En calculant la rigidité dans le cas du ressort & deux composantes et
dans le cas du ressort & trois composantes pour une force de 0,8 Kgf, ou la
caractéristique composée peut étre considérée commelinéaire, on obgient une
diminuation de la rigidité de presque 3,1 fois, fait qui détermine un accro-
issement de période de plus de 1,75 fois sans changer aucune des caracté-
ristiques de la construction mécanique des séismographes,

Sauf 1’agrandissement de la période par cette voie on propose une
astatisaticn de type ressemblant & celle qui a été proposée par Richardson,

L.,.{{L/ 2 A
AW
Z
I3

Fig.3. — Ressort de compression : a) Position d’équilibre. b) Déviation angulaire 0.

Pour cela on va introdujre un nouveau ressort de compression qui
soit monté de telle maniére qu’il ait un moment nul en position d’équili-
bre et qui doit donner des moments congraires & celles données par le res-
sort d’équilibre, alors qu’une déviation angulaire 6 se produit. Un exem-
ple d’un tel montage est donné dans la figure 3, selon laquelle on conduira
les raisonnements.

Dans la figure 3a la situation est donnée en position d’équilibre et
en figure 3b la situation & une déviation angulaire 6.

Supposons la force I du ressort d’astatisation du méme type que la
force du ressort d'équilibre

Fi=¢l~Z) (19)

Tenant compte de I’additivité des moments, on peut étudier le moment
donné par les ressorts d’astatisation.

A la déviation avec un angle 8 on obtient :

M(0) = Fia, sin ;4,0 (20)
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Du triangle OA, B, on obtient :

. b, .
sin C;A,0 = —sin 0 1)
Zl

et tenant compte de (19):

v
My(9) = abye, (% -1 ) sin 9 (22)

1
En figure 3 on a:
Z, = V&?‘;—bf —~2ab, cos 6 (23)

A l'aide de ces données on peut caicuier les premiéres dérivées de
M,(6). On obtiendra :

BM,(0) = 0 (24)

Mi(O) = a,b,c (b b - = 1) (25)
1~ 4

M7'(©) =0 (26)

(27)

3¢,a2b%c
]W],_”(O) = - 01b101 (b CI —_ 1) —— ————~—-( Cl 1

1— A by — a))
En méme temps avec 'ingroduction du ressort d’astatisation la fré-
quence limjte du pendule devient :

ng = — O + M) L [azc - alblcl( G _ 1)] (28)
K K b —a,

donc on peut obtenir une période convenable choisissant les 1éviers des denx
Tessorts.

On remarque de (26) que I'introduction du ressort d’astatisation ne
donne pas de dissymétries de mouvement. :

On remarque encore que le terme en 62 de (5) peut égre considéré com-
me négligeable,

La solution proposée est facilement réalisable dans le cas d'un res-
sort de compression et dans la construction les difficultés de la solugion
Richardson n’apparaitront pas.
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Conclusions : Un séismographe vertical & ressort magnétique peut
étre astatisé 4 1’aide des deux solutions combinées exposées ici.

11 est avantageux de réaliser le schéma mécanique donné en figure 3
et qui donne des moments conrajres & ceux donnés par le ressort d’équilibre.
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MODERN SEISMOLOGICAL INSTRUMENTS AT MOXA!
BY

CHRISTIAN TEUPSER, GERHARD GENSCHEL, ERHARD UNTERREITMEIER?

BROAD-BAND SEISMOGRAPHS WITH ULTRA-LONG-PERIOD GALVANOMETER

Continuing our works in long-period seismometry different broad-
band frequency responses were tested using a new galvanometer develo-
ped by Akademie Werkstitten fiir Forschungsbedarf. This galvanometer
has a period of 330 seconds, a very low air damping of 0.18, and a small
inertial moment of 7 g cm? The galvanometer is shown jn figure 1. Connec-
ted with our long-period electromagnetic seismographs the displacement or
the velocity of ground motion can be measured in a wide period range
(Teupser et al, 1971).

At first two responses have been tested with a maximum magnifi-
cation of nearly 600 (fig. 2). The response 1 is proportional to the displa-
cement in the range from 10 to 250 seconds. The response 2 is proportional
to the velocity in the range from 10 to 330 seconds. Observations with
these equipments and with a long-period system of type C(seismometer
period 30 s, galvanometer period 90 s) show thas in ,,in scale’” records of
earthquakes with a magnitude M <7 periods longer than 100 seconds can-
not be detected by a visual interpretation. But strong earthquakes give
periods up to 250 seconds in ,,out scale’’ records. Therefore, a low-gain
long-period vertical seismograph has been installed with the response 3,
which is flat from 2 to 330 seconds. This new equipment with a magnifi-
cation of 50 gives nearly complete ,,in scale’® records of strong earthqua-
kes at Moxa. Figure 3 shows a record of an earthquake with a magnitude
8.1 occurred at Aléutian Islands July 30 this year. The long-period Ray-
leigh Waves LR are shown separately in the upper part of the picture. Below

1 Communication Nr. 300, Central Earth Physics Institute.
2 Central Earth Physics Institute, AW der DDR, 69 Jena, Burgweg 11, GDR.
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Fig. 1. — Galvanometer SPG—7.

Institutul Geologic al Romaéaniei
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the waves B,and K, with periods of about 3 minutes are to be seen. The LE
waves show these long periods, too. The new equipment is good as a
standard type for visual interpretation.

AN EVENT-SELECTING SEISMOGRAPH SYSTEM

An eveng-selecting seismograph system with punched tape record
has been developed for digitizing short-period surface waves of earthqua-
kes?® with magnitudes M >6. Figure 4 gives the block diagram of the system.
The output of a seismometer with a period of 20 seconds is amplified for
analogue to digital conversion, Using active RC networks the amplifier
simulates the parameters of a galvanometer. Bandpass filtering extingui-
shes d. c. drift and high frequency noise. The output of 1 mV/um ground
displacement is given to a digital voltmeter with a sensitivity of 100 pV

—Q -
i :
VSJ-I = > -t #»-converter ——  |AU|ES{ES| DU punch!
T L I
Pl 1 ’
4 sec A A A t I
1 cycle end ] t |
{ [ min ‘ t
VSI-IL > D »— salector date time
[ l min - 1
: ﬁ | sec -
@ check registration | l

AU adress unit @ ta.pe feed

ES extension serializer
DU drive unit

Fig. 4. — Block diagram of the event-selecting system.

2Teupser Ch.,Untcrreitmeier E.,Wenk R,Brunner M. An event-
sclecting seismograph system with digital recording. 1973. Gerl. Beitr. Geophys., 82 (in press).
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per unit. An allowed deflection of 4+1 mm of the seismometer boom gives
a dynamic range of 80 db. The sampled data are recorded on eight-track
strips.

The system shall be triggered by P-waves, Therefore, these waves
are detected by a short-period vertical seismograph with a period of 1 s.
After amplification a ground-displacement of 0.1 um causes an output
voltage of 1 V. An event selector forms the output signal and a threshold
switch uses 2 to b pulses for starting tape punching. In this way a single
pulse does not trigger the system. After triggering the system operates
one hour automatically.

A quartz-controlled timing unit gives 1 Hz pulses for sampling. At
the beginning and at the first second of each minute a time word is punched.
It consists of the day of the year (three figures), GMT (six figures in h,
min, s) delivered by the timing system, the date of the year and the num-
ber of the measuring point. After operation a sufficient piece of the tape is
feeded without punching.

In figure 5 the frequency responses of the registration and the trig-
gering channel are shown in comparison with a standard type B response

] 'AYES1S
10000 4
] Fig. 5. — Frequency responses
, ] of the event-selecting system.
000 4 e frmmem e
. 4
2 N
-]
2 4
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(=]
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E 100 4
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(dashed line). The ordinate gives the magnification of the analogue check
registration. Cut-off for periods lower than 2 seconds in the digital regis-
tration channel avoids aliasing effects.
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_adress
t band t th
at bandstart or at the Fig. 6. — Code and tape format

first second of each minute of the event-selecting system.

l sampling rate
one sscond

i

end { 60™ second) of each minute

The data are recorded as 4-digit BCD words with the code shown in
figure 6. The sign represents the end of the data word and the symbol
yscarriage returns and a line feed” the end of every minute.

In figure 7 are shown the digital voltmeter, the timing system, the
drive unit, the two amplifiers, the event selector, and the paper tape punch,



Fig. 7. — The event-selecting system.
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THE ELECTRONIC SEISMOGRAPH

In order to minjmize drifts in mechanical receivers and to obtain a
stable output signal sujtable for direct digitization with high accuracy
and for telemetering an electronic long-period seismograph has been deve-
loped and tested?. In the first model a modified vertical seismograph
V8J —I has been used. Figure 8 shows the block diagram of the equip-
ment,.

The mechanijcal receiver is of La-Coste-type with a period of 30 se-
conds, Thetwo coil and magnet assemblies are used for damping and feedback
respectively. The mechanical adjustment of the equilibrium position and
the period are carried out at the upper end of the helical spring. The seis-
mic mass M and an isolated plate in a distance of about 1.5 mm from a
variable capacitor. Displacements of the seismic mass causes variations
of the capacity and a narrow-band frequency modulation of high frequency
crystal oscillator. Mixing these modulated frequency with a similar cons-
tant one of a second oscillator gives a difference frequency in the low-fre-
quency band from 300 to 3 000 cps. This signal can be used for telemetry
with high accuracy. After demodulation the displacements of M give
voltage differences AU. It follows a high-pass filter and an analogue re-
cording device.

The long-term variations of the equilibrium position of the seismo-
meter boom are reduced by degenerative feedback. A low-pass in the feed-
back loop decreases the sensitivity against drifts, temperature variations
etc.

The output voltage of the demodulator is about 3 mV/um. Filte-
ring, amplification, and feedback networks are performed by operational
amplifiers. The transducer circuit is constructed with silicon transistors.
The equivalent input noise is of the order of 10 nm if the seismic mass is
clamped. The distortion of the seismometer boom and the vibrations of
the helical spring are included in this value. Figure 9 shows the linearity
of the transducer assembly. Within +1 mm displacement of the capacitor
plates the linearity is better than 19, and within 4+ 0.5 mm better than
0.4%. The low noise and the high linearity enables registrations with a
dynamic range of more than 80 db and the signal-to-noise ratjo is better
than 20 db. ,

Earthquakes occuring in different distances were registered at Moxa
in 1971, In figure 10 th®& response of the electronic vertical seismograph

¢ Unterreitmeier E., Zur Erhéhung der Storfreiheit langperiodischer Seismo-
graphen. 1973, Verdff. Zenlralinst. Physik der Erde (in press),
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Fig. 9. —T'ransducer linearity.
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(ES 30/11.5—300) is compared with those of the standard type B and
C instruments. The parameters of the electronic seismograph are : the real
seismometer period T, = 30 s, the apparent period for long periods T, =
= 11.5 s, ghe corner period of the second-order low-pass filter in the feed-
back loop T, = 300 s, and the damping constants «, = (0.7 and «; = 0.9.

In figure 11 the records of an Iran earthquake obtained by the elec-
tronic seismograph and the standard types B and C are shown. Obviously
the record of the electronic seismograph is nearly the sum of the records
of the other ones.

The electronic seismograph is applicable for telemetry, direct digi-
tization, visible recording and inverse filtering in order to realize broad-
band responses up to 300 s.

The authors wish to thank Dr. Bormann for the interpretation
of the records of the long-period seismographs and helpful discussions.
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NEW PORTABLE SEISMIC EQUIPMENT WITH WIDE-BAND
POTENTIALITIES

BY

PATRICK L. WILLMOR®=!

INTRODUCTION

Following some years of experience with magnetic tape equipment,
based essentially on the technology of 1960, there has been a growing awa-
reness in the United Kingdom that the state of the art would now permniit
a substantial step forward in terms of power consumption of the totality
of information recorded, packing density on the tape, and of overall sys-
tem mobility.

These concepts were developed in the UK Atomic Energy Authority,
in the Universities of Durham and Reading, in the Institute of Geological
Sciences, and by Messrs. Racal-Thermionic and Rank Precision Instru-
ments. The parallel development of strain-meters in the University of
Cambridge is being reported separately.

A final stimulus for development arose from a decision of the Natu-
ral Environment Research Council of the United Kingdom to establish
a pool of recording equipment for the use of universities. In spite of the
wide range of technical requirements revealed when the problem was
investigated, it appeared that a single new recorder (item 2 below) could
meet the whole range of bandwidth envisaged as appropriate for analo-
gue recording, with good prospects of extending to multiplexed digital
recording for long-period applications. The areas of application of the va-
rious available seismometers and the requirements for ancilliary equi-
pment remain under discussion.

“Ins titute of Geological Sciences. Edinburgh, Scotland.
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THE ,,GEOSTORLE” RECORD SYSTEM

(RACAL — THERMIONICS)

In considering the available types of recording, the concept of multi-
-track parallel recording for frequency modulation on slowly moving tape
was retained unaltered from the earlier generation of equipment. The ba-
sic advantage of this method over systems which multiplex on to a single
track of more quickly moving tape is that the desired band width is ob-
tained by means of identical inputs on all channels without requiring fre-
quency transformation or modulators differing in primary frequency.

The concept of radio beams for single channel transmission over
distances up t0 100 kms has been retained, essentially unaltered, since the
last general assembly in Luxembourg but some advance consideration
has been given to the possibility of multiplexing three or more components
over any given radio link in the expectation that the components would be
separated before being recorded.

The comparison between the new ,,Geostore’’ and old (T8100) sys-
tem is as follows:

78100 ,,Geostore”

Number of channels per 25 mm 2 x12 2x14

tape width interleaved interleaved
Tape speed (mm/s 3.0 2.4 1.2 0.6
Band width (Hz) 10 32 16 8
Running time (hours) 48 170 340 6802
Replay facility No Yes
Power consumption (watts) 18 1
Weight (kg) 55 17

THE ,,WILLMORE MARK III” SEISMOMETER
(RANK PRECISION INDUSTRIES)

This new seismometer, like the older ,,Willmore Mark II” seismome-
ter, is of the moving coil type with suspended magnet 5-spoke constraing
and an extra spoke for adjusting the period. The differences from the
Mark II instrument are as follows:

a) The magnet has an outer steel tube and a magnetised core with
a gap ateach end, and there are two coils connected in a hum-bucking con-

2 Running times for the ,, Geostore” are obtained by running from one reel to the other in
the forward direction, then reversing automatically, switching heads and filling the alternate
tracks on the return passage.
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figuration. This arrangement reduces the inductive coupling of external
A.C. fields into the coil, and also reduces the tendency of external magne-
tic objects to displace the mass by interacting with the leakage flux,

b) The whole instrument is much smaller than the Mark IT and about
one quarter of the mass, but the voltage output has been held to a level in
excess of 500 V/m/s by increasing the coil impedance to 15 K.

¢) Auxilliary coils are wound on the same formers as the main coils
50 as to permit feedback to be used to modify the characteristics and to
permit calibration by the simple injection of electrical current,

d) A new spring system uses triangular leaf springs arranged paral-
lel to the axis of the cylindrical case. These springs are initially formed into
a circle. On assembly, they are deformed into vertical planes and attached
to the mass. The lower ends of these springs are clamped in levers which
pass horizontally across the base of the instrument. The moment caused
by straining the springs tends to rotate the levers in such a way as to raise
the free ends. The lifting force is transmitted to the mass by thrust acting
along the planes of the leaves. This spring system has an internal tendency
to compensate for the stiffness of the leaf spring and malkes it possible to
set, the mechanical period to be as long as four seconds.

ULTRA-PORTABLE EQUIPMENT
(UNIVERSITY OF DURHAM)

The Unjversity of Durham has developed a small quarter inch tape
unit by modifying a high quality, transistorised domestic recorder for recor-
ding at low speed on eight tracks. The three channel amplifier, a crystal
clock generating modified IRIG code and the tape recorder are produced
as three separate elements each one self-powered by dry batteries.

When mounted in a single case, the dimensions of the complete sys-
tem are approximately 40 X 30 X 30 ems. Total power consumption is 600mw.
The internal batteries provide about seven days recording at 2.5 mm/s.

LONG-PERIOD ACCELEROMETER

(UNIVERSITY OF READING AND UK A10MIC ENERGY AUTHORITY)

A team at University of Reading has been working on the comple-
tion of a high-@ medium period system with displacement sensor and fe-
edback control to hold the mass stationary. As a contribution to this sys-
tem the Atomic Energy Authority are making a La Coste type seism-
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ometer with a period of 10 s, a suspended mass of 20 g and @ = 100. It is
expected that the system will respond to earth accelerations over a
range of periods extending from 1—1 000 s.

WIDE-BAND DEVELOPMENTS

(UK. ATOMIC ENERGY AUTHORITY)

UKAEA have been conducting experiments on the interchange of
characteristics on tape recordings. The original experimental procedure
was t0 use an analogue computer to solve the equations of motion of an
actual seismometer to yield true earth motion. A second stage of analogue
conversion was then applied to simulate the effect of this ground motion
on a second, hypothetical seismometer, This procedure was applied to
recordings made from the output of a Willmore Mark II seismometer set
to a period of two seconds and to the output of a twenty seconds instru-
ment. Closely comparable recordings were obtained when the simulated
seismometer output represented that of a Kirnos-type instrument set to
a period of 20 or 30 s, but spurious disturbances appeared on the Wil-
Imore derived trace when the response of the simulated instrument was
extended to 60 s. Nevertheless, the experiments did demonstrate the inter-
convertibility of outputs recorded on magnetic tape and went far towards
establishing the desirability of wide-band presentation.

Current work by the Authority takes data from a Geotech S11 seis-
mometer using one coil to produce narrow-band long-period recording and
a second c¢oil to produce medium-period and short-period output.

GENERAL CONCLUSIONS

Magnetic tape recording has now reached the stage at which complete
seismograph systems, having characteristics superior to those realised
in the best observatories of a few years ago, can now be packaged into por-
table units which can easily be set up and maintained in remote locations.

Because the characteristics of these systems are subject to extensive
modifications during playback, the conventional calibration parameters
(magnification period etc) have lost much of their relevance. It would be
better to specify the instrument response in terms of the actual recorded
signal (e. g. percentage deviation in ¥. M. signals, or bits of digital informa-
tion, per unit of earth motion) and to specify the range of periods for which
system noise is below the level of typical earth noise at the poing of insta-
llation,
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Calibration signals of the type needed to provide such information
should be recorded on the tape, and can be either single impulses or har-
monic wave trains to simulate the system response to0 known earth mo-
vements. A further length of record should be prepared with the seismo-
meter c¢lamped to preserve a sample of instrumental noise. Such calibra-
tion signals would survive conversion by proecessing in advance of final
presentation of output, so that the parameters of the original earth mo-
tion could always be recovered.
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DATA COLLECTING AND PROCESSING

EVENT DETECTION AND LOCATION
CAPABILITIES AT NORSAR

BY
HILMAR BUNGUM?!?

Abstract

Data published in the NORSAR seismic bulletin between February and June 1972 has been stu-
died in order to find estimates of the detectability and location accuracy at NORSAR. The detec-
tability is calculated from empirical frequency-magnitude distributions, and the 90 9% cumula-
tive detectability for the teleseismic zone (30°< A < 90°) has been estimated at m, = 4.0, while
values for different regions vary from 3.7 to 4.3. These are all NORSAR magnitudes. The magni-
tude bias between NOAA and NORSAR has been found to be 0.154+0.31 in the teleseismic zone.
In this zone, the median location difference between NOAA and NORSAR has been estimated
at 160 km, with values for different regions ranging from 130 to 340 km.

INTRODUCTION

The Norwegian Seismic Array came into full operation in the first
months of 1971. The array, including the routine data processing, is des-
cribed in detail by Bun gum et al. (1971). Figure 1 shows the essential
parts of the data processing system at NORSAR. The Detection Proces-
sor takes first of all care of the recording of all data on magnetic tapes.
Then, the NORSAR SP data is processed in real time in search of seismic
events, and a queue of detections is created. Some of these detections are
later selected for further analysis by the off-line Event Processor, which

1L NTNF/NORSAR — Kjelter, Norway.
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produces an automatic seismic bulletin. This bulletin is reviewed daily
by analysts, and changes are often made before the bulletin can be distri-
buted.

Since 1 May 1971 a reviewed seismic bulletin has been created on a
daily basis at NORSAR. This paper is concerned with an evaluation of

DATA FROM NORSAR
132 SP INSTRUMENTS
66 LP INSTRUMENTS

TRANSATLANTIC
DATA LIKK

A L DETECTION
SAAC (LASA)

PROCESSOR

Fig.1. — Schematic view of the NORSAR
data processing system.

EVENT : ‘
PROCESSOR

ANALYST

REVIEW

the data presented in that bulletin, and will be concentrated on the ability
of the array to detect and locate seismic events, estimated through a sta-
tistical analysis of the data in the seismic bulletin,

DETECTABILITY

Detectability as used in this paper can be defined as the long term
operational ability to report, with epicentral information, the occurence
of seismic events. The term detectability is therefore used mainly for no-
tational convenience.

Work continues steadily in order to improve the performance of
the array. A number of changes have significangly improved both the de-
tectability and the location accuracy. The main changes are :
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1) improved analyst performance,
2) a new array beam deployment as of 14 Dec 1971,
3) online filter change from 0.9—3.5 Hz to 1.2—3.2 Hz as of 6 Jan

4) new time delay and location corrections as of 27 Jan 1972,
The effect of these changes on the detectability can be seen in table 1,

which shows the monghly number of events reported by NORSAR for the
TABLE 1

Number of events reported by NORSAR, NOAA and
by the lwo institutions in common

|

Month NORSAR NOAA Common

1971
May 230 330 122
Jun 264 277 113
Jul 415 591 184
Aug 320 387 136
Sep 334 359 161
Oct 244 381 150
Nov 154 289 90
Dec 280 368 175
1972
Jan 283 393 168
Feb 379 393 215
Mar 424 354 187
Apr 605 348 225
May 505 395 163
Jun 470
Jul 547
Aug 605
Sep 742
Oct 496

time period May 1971 — October 1972. Also given is the number of
events reported by NOAA and the number reported by both institutions.
The number of reported events is, of course, also dependent upon other
factors, first of all time variations in seismicity and long term variations
of the noise level, '

One of the aims in the analysis work has been to keep the false alarm
rate in the seismic bulletin at a low level. This is not possible unless a large
number of true detections are left unreported. Some of these could have
been included by devoting more time and effort to the analysis, and some
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could probably be confirmed through a study of the bulletins from other
networks.

The number of events N above a given magnitude m, within a cer-
tain time period, is generally assumed to follow the relationship

Leg N=A—-b-m

both for the entire world and for more limited geographical regions. On
this assumption, empirical frequency-magnitude distributions would then
make it possible to determine the parameters 4 and b, Figure 2 shows such
a distribution, both incremental and cumulative for the NORSAR teleseis-
mic zone (30°<< A<<90°). The slope has been estimated by fitting a straight
line, in a least squares sense, through the straight part of the cumulative

10000t
L B=-10 % 0.01
50° =357
10004 90°%, =4.03
" L
= L
W | Fig.2.— Interval and cumulative frequency-
i 100'”:‘ ' o magnitude distribution for data from Feb-
© r I Jun 1972, range 30—90 deg. Straight line is
% T a least squares {it through data within bars.
z (
= L
=
10~>:-
L
14

IJll!!lJllllIII!llJI!lllL!
3 4 5 6 7
NORSAR "'MB '

frequency-magnitude curve. Then, the 509, and 90 %, levels for detecta-
bility are determined, based on computation of the assumed number of
missed events at any particular magnitude, As figure 2 shows, the NORSAR
teleseismic data from Feb-June 1972 has a slope of & = 1.00 &+ 0.01, and
the 509% and 909 detectability levels are m, 3.6 and 4.0 respectively.
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(3]

It is important to point out that the magnitudes which are quoted
above are all NORSAR estimates. In erder to facilitate comparisons with
other networks, the relation between NORSAR and NOAA magnitudes
has also been investigated. Another point worth noticing is that by presen-
ting data from the entire teleseismic zone, one is combining data with pos-
sible different statistical distributions. Therefore, all the results are also
presented regionalized, where the regions are defined in distance and azi-
muth from NORSAR, as given in table 2.

TABLE 2

Regionalized resulls for magnitude thresholds (NORSAR my), NOAA/NORSAR magnitude bias
and NOAA/NORSAR location differences

! I . oo . ' .
. I Regional limits Magnitude . . Location
Region | (deg) threshold Magnitude  bias difference
! } [
. 8 | - i Dis- NOAA-NOR-
No ! Name \ Azimuth tance !Events 509,90 %l Events SAR Events|50 %(90 %
A i1 0—360{30—90| 1555 | 3.6| 4.0/ 848 0.1540.31 | 509 160| 510
Al Atlantic 1 180—260{30—90 88 | 3.6/ 4.3] 13 0.4540.28 11 340f 780
A2 N. America | 260—340/40—90] 114 | 3.8| 4.2] 100 0.2040.33 61 260, 810
A3 | Aleutjans | 340-15 30—90y 131 | 3.4] 3.9y 119 0.1740.35 57 150| 370
A4 | Japan 15—-70 [50—90] 738 | 3.7| 4.1 441 0.1040.29 || 271 130; 530
A5 | C. Asia 40-11030—60) 211 | 3.2 3.7| 89 0.204-0.34 43 130{ 270
A6 | Iran | 110—180,30—90| 262 | 3.5| 3.8} 39 0.2340.29 53 180| 520

Note : The data for magnitude thresholdsis from Feb-June 1972, except for region A1l
with data from May 71— June 72. The data for magnitude bias is all fromMay
71—June 72, while the data for location differences is from Feb—May 72.

The regionalized results for the magnitude thresholds are all listed
in table 2. As one can see, the 90 %, detectability level is m, = 4.0 when
all teleseismic data is used, while the values for different regions vary from
3.7 in Central Asia to 4.3 on the Mid-Atlantic Ridge. As mentioned above,
this cannot be fully evaluated before the possible magnitude bias between
NORSAR and some known reference, say NOAA, has been investigated.
Figure 3 shows the NOAA/NORSAR magnitude difference as a function
of epicentral distance, where a clear negative bias in the NORSAR data
is observed for epicentral distances smaller than 30°. A, likely explanation
of that bias is the fact that magnitude is measured on the array beam, and
more local events have, due to poor coherence across the array, a signifi-
cant beamforming loss which is not compensated for in the magnitude cal-
culation. As figure 3 shows, the scatter in the magnitude data is quite large.
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Table 2, which gives all the detailed results also for the magnitude bias, sh-
ows a bias of 0.15 4- 0.31 for all data within 30°—90°, while the different
regions have values ranging from 0.10 in Japan to 0.45 on the Mid-Atlantic

2

—
]

o
i

NOAA MINUS NORSAR MAGNITUDE
]

-2 ; 1 ! 4 -
0 30 60 90 120 150 180

DISTANCE (DEG)

Fig.3. — NOAA/NORSAR magnitude differences vs. epicentral distance for data from
May 71 —March 72. The curves represent a third degree least squares {it through data, with upper
and lower bounds (STD).

Ridge. The scatter in the data is approximately of the same size for all
regions,

Now, if one should express the NORSAR magnitude thresholds
in terms of some ,,NOAA, equivalent magnitude’’, one would have to add
the bias to the threshold values in table 2. By doing so, one would get a
90 % level of m, = 4.2 for all data within the teleseismic zone, with values
for different regions ranging from 3.9 in Central Asia to 4.7 on the Mid-
Atlantic Ridge, :
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It is important to keep in mind when reading table 2 the special de-
finition of detectability given above, There could easily be a significant
difference between the operational and the optimum ability to detect
and report events. Another factor of significance is that some of the regions
presented in table 2 so far have not very much data. Theregional differences
are, however, so large that the trends are quite clear.

One should also notice that the data presented herein is mainly from
a time of year when the background noise level is moderate. The noisiest
time period so far has been October-December 1971, a period which also
shows a minimum in the number of reported events (tab. 1). This has been
found from an extensive study of the long term short period noise level
within the on-line processing frequency band. For the time period January-
May 1972, the median noise level within the frequency band 1.2 —3.2 Hz
has been found to be 1.15 mp. Some uncertainties apply to the ground
motion conversion in this case, while the estimates for the relative varia-
tions are more accurate. The 909, level is 2.0 dB above the median and the
10 % level is 2.7 dB below, and the long term average can be well appro-
ximated by a Gaussian distribution (Bungum)?,

LOCATION DIFFERENCES

The location differences between NORSAR and NOAA, have also
been studied. Since new location corrections were implemented in January
1972, only four months of data were available for investigation. Figure 4
shows the location differences within the teleseismic zone, incremental
and cumulative. From curves like that, the 50 % and 90 %, levels of loca-
tion differences have been found, and the detajled regionalized results are
also here given in table 2. The teleseismic zone shows a median location
difference of 160 km, while Japan and Central Asia as the best regions have
130 km and North America as the poorest has 340 km. The expression
location difference (and not location error) has been used because the com-
parison is made between two estimates which both are affected by uncer-
tainties. Since the NOAA. standard error of location is in the range of 10—
40 km, this clearly becomes significant for regions where table 2 shows a
location difference of about 130 km, as for Japan.

The regionalized results for the location differences would also here
have some uncertainties caused by the limited amount of data. Another

2 Bungum H. Array Stations as a Tool for Microseismic Research. 1972 (in press).
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factor worth mentioning is that the comparison is made only for events
above the NOAA reporting threshold, which for some regions is significan-
tly higher than the NORSAR threshold. One should expect that the lo-
cation error for small events on an average is somewhat larger, but not

m- T‘IOO

1601 leo
%)
=
=
g 1]
Wit 160
(=} Fig.4. — Interval and cumulative
bl distribution of location differences
g g0t . l,g  between NOAA and NORSAR for
2 data from Feb—May 1972, range
- 39—90 des.

L0+ . 120

o.L 4.0

0 1000 2000

LOCATION DIFFERENCE (KM}
much, since the error in most cases would still be within the beam radius
typically 2—3 degrees.
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SEISMOLOGICAL APPLICATIONS OF JACOBI POLYNOMIALS

BY
IMRE CSIKOS!

Abstract

For various problems such as the spectral analysis of transient seismic pulses, the
Fourier series expansion is generally used. This process requires a lot of numerical work, because
transient phenomena must be expanded in a series of steady state functions.

In this article we develop a more efficient approach to expand such transients in a
series of functions with properties similar to the transients themselves. T'wo examples are given.
10 demonstrate the usefulness of the method.

DESCRIPTION OF THE METHOD

A seismic signal f(t) has some properties which we can consider as
valid for all of them : if { = 0 then f({) = 0 and if ¢{ = co then f(t) = 0.
Furthermore we can take into account the different initial conditions which
can appear at the observed seismic signals.

We shall examine three sets of functions, each set being characteri-
zed by one of the following three sets of properties :
af _ af()

a) if t = 0 then f(f) = = = 0 and if { = oo then f(I) =0
dt di?

b) if £ = 0 then f(f) =

m:o and if { = co then f({) =0
dt

¢) if { =0 then f({) = 0 and if { = o then f({) =0

1 Royal Nelherlands Meteorological Institute. De Bilt, Netherlands.



42 I. CSIKOS 9

a) If we approximate the observed seismic signal by a polynomial of
the following form :

() = ale_' +oae=8 1 qepa g 1Bk+1N (2)

then the last conditions of equ. (1) are automatically realized. We now write
the funection f(?) in the following form :

(1) = ¢g®o(t) + ¢, (1) + ... + cn@n(?) (3)

where the functions @,(t) in order to satisfy the conditions of equ. (1la),
have the form :

(Dn(t) — e—-t (1 _ e—2¢)3 (1 + ana e—Et + an2 e—4t 4 ., 4+ an.n e-—an) (4)
If further
[e 0]
S OO (Ydt =0 for n=£=m (5)
0

then the functions @.(t) are also orthogonal, which gives us the opportu-

o

nity to calculate the coefficients ¢,, ¢, ... ¢,of equ. (3) in an easy way.
Let us now write

e=% =z and @) = Pa(z) ®)

then equ. (4) is:

P, (x) = VE (i — (L + an1 x + an2 2% + ... 4 ann 2V
or Py(z) = Iz (1 — 2)° Sy(x) ™

where Sp(x) =1+ an1x+aaz 224 ... + apn ="

According to (6) and (7), equ. (5) takes the following form :
1 1
;S (1 — x)® Sp(x) Sp(x)de =0 if nz=m 8)
0

and it is satisfied by the polynomials of Jacobi :

zF (9)

Jalo;ys =) =1+ i(—n* (i) tm@tnrntl)....atntk-—1
k=1

k Yy +1D ... v+ k-1
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which obey the integral relations :

1
ﬂ a7 - ) T, (s v @) Im (e v @) de =0 ifnEm (10)
-0

1
v 2
g 270 - %Y Jale; v; z) dz =
<0

Ty) Tew+1 -7 (@+1—-y)(e+2—y)...(ea+n—y)  nt

T(x) wo+1)...@+n—1(+1)...¢+n—1) o+2n (1)
According to (8) and (10): y"*=0and « —y = 6 or
a =7y =1, thus Sp(x) = J,(7;1;2)
We can deduce now from equ. (9):
Sz =1+ k"g -1 k( Z) 7+ n @+ n)k.!.. G+Ek+m a2y

and according to (6) and (7), equ. (4) gets the form :

Q) =e7l1 — ey { 1+ Y (=1

k(n) GAEnE+m . E+k+n o)
k=1 k

i

(13)
In accordance with equ. (10) and (11), we must have:
0 1 1
S @) Op() dt = _S (1 — 2)885(z) Sp{x)dx =0
0 2 0
® 1 (? 1
S Q2 () Al = —S 1—zx) SYxr)dx = —-— (14)
0 2 J 14 + 4n

Because the functions @y(t), D) ... Du(?) of equ. (3) satisfy the
integral relations of (14), the coefficients ¢,, ¢; ... ¢, of (3) can be easily
calculated by the equation :

o

0n = (14 + 4n)S () @u() Al (15)
0
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where f(t) is the observed seismic pulse, and @,(¢) is the polynomial,

which can be calculated by equ. (13).
We save time in the further calculations, if we are able to deduce a

recurrence formula for the polynomials of 8,(x) or ®,(¢) of equ. (12) or (13).
Let us suppose for this recurrence formula the following expression :
Sn(%) = @ Sp-p () + b Su—1 (2) + ¢ 2 S, (¥) (16)
The combination of (12) and (16) gives us the correct form of the for-
mula :
n(n + 6) (2n + 4) Sp(z) = — 2(n — 1) (n + 3) (n + 5) Sa—_y(z) +
+ (4nd + 30n% 4 38n — 30)S,_1(2) — (2n + 4) (2n + 520 + 6)T Sy (%) (17

According to equ. (12) the first two polynomials are :
Sg=1and §;=1-— 8z

and equ, (17) gives us the succeeding polynomials :

S, =1 — 18z + 452°

Sy =1 — 30z + 16522 — 2202°

S, =1 — 44z + 3962% — 114423 + 10012

Sy =1 — 60z + 7802 — 3640x® + 682511 — 43684°

For the numerical integration of equ. (15) we use Gauss quadrature :

3] N
() @n (DAl = (14 + 41) Y] A4f(;) Pally)

0 i=1

en = (14 + 411)S

N-1
(=73 e® n=p 1,2 ...N—1

n=0

The sampling points #; are the zeros of the N'® Jacobi polynomial,
and the A, are the Christoffel numbers.

This numerical integration avoids the difficulties that follow from
the inaccuracies of the other integration methods and gives the exact value
of the Jacobi coefficient for all n<<N.

We turn back to equ. (1) and write down — without derivations —
the polynomials which belong to the initial conditions b) and ¢).
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b) if { = 0 then f({) = ‘% =0 amd { = co then f({) =0

() = c@o(t) + e @y(0) + ... + ca®n(D)
where @y(l) = e~ (1 — e=2)2; @p() = e~!(14+e=2)2 (1 + aq,e=2 + ... + ape=2")
e~t=x Ou(l) = Pp(z) = Yz (1 — ) Sp(x)
n(n + 1) (M4 4) Sp@) = — (R — 1) (2 + 2) (1 + 3)Sn—y(2)
+ (203 4+ 9n% + 50 — 6) Sp—,(x)
— (n+ 1)1 + 3)@n + 4) 25, -(z)

Sp=1

S, =1— 6x

S, =1 — 14x 4 2822

S, =1 — 24z 4 108x%2 — 1203

S; =1 — 36x + 270x® — 660x® + 495x*
S, =1 — 50z + 550x% — 2200z 4 37552 — 200223

en = (10 + 4n) S: i) Ou(t) dt
¢) if { = 0 then f(f) = 0 and { = oo then f(f) = 0
() = @) + 60,0 + «.. + cx®ult)
Dy = K1 — e72); Dn(t) = Dp(t) (1 4 @re™ + et + ... + ape=?")
e =z @) = Py(x) = Yz (1 — 2)Su(®)
n¥(n 4 2) Sy(x) = — (n — 1) (1 + 1) Sp_y(x)
+ (203 + 3n2 — n — 1)Sy_ (%)
—an(n 4+ 1) (2n + 1)z S, (x)
Sp =1

S;=1—4x
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S, =1~ 10x + 152%

S; =1 — 18x + 63z — 5623

Sy =1 — 28x + 168x2 — 336x% + 210x*
S; = 1 — 40z + 360x% — 1200z + 165028 — 7922°

@

e =(6+ 4")5 f(t) Dn(tydt

o

Examples

Two examples are calculated to demonstrate the efficiency of the
method. The first is a known function which has been approximated by
10 polynomials (fig. 1). The fullline is the exact function f(t) = te™* sin 2,
which is of the type b. The crosses are values calculated from an appro-
ximation of the function by a series of 10 polynomials.

X S
o “o = RS ~ et o)

0.10 - fidzte™ sin2 1t Flw) Fore -A2n=o) . .o

008 - 0.03: 6e (2= w)' P T (1521 0]

0.08 -

007+ |

0.06 -

0.05-

054 |

€.03- !

+ 2

0.01-
0.02 -
093

0.04 -

Fig. 1. — The {irst example :
1, postulated curve; 2, approximations with 10 polynomials,
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The second example is an observed control pulse as recorded by a
Press-Ewing seismograph. The record of this pulse (the curve in fig. 2)
has been approximated by 4 polynomials of the type a.

In botk cases the approximation is very good. For both curves the
Fourier integrals are also given,
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SIMULATING ARRAY EVENT LOCATION CAPABILITIES
BY
H. GJOYSTDAL, EYSTEIN S. HUSEBYE, D. RIEBER-MOHN!?

INTRODUCTION

The large aperture arrays like LASA and NORSAR both detect
and locate many events which are left unreported by an organization like
NOAA (previously USCGS). We have investigated the event location
capabilities of such stations emphasizing the estimate of 959, confidence
ellipses for locations based on data from one or two arrays. The latter res-
triction is introduced as the LASA and NORSAR arrays have a direct
communijecation link for mutual data exchange. Moreover, we have chosen
whenever possible to simulate on the computer the array location process
in terms of random and biased errors in the observational data like arrival
time, azimuth and velocity of the incoming wavefront.

The purpose of this paper is to present a method for simulating the
event location capabilities of one and two arrays. Finally, its usefulness is
demonstrated utilizing NORSAR and LASA bulletin data.

ONE-ARRAY EPICENTER LOCATION

Routine processing of events detected by large aperture arrays like
LASA and NORSAR comprises calculations of azimuth and apparent
velocity of the incoming P-waves. The latter parameter is easily conver-
ted to epicentral distance using standard travel time tables. Considering
the spherical triangle whose corners are the North Pole, the array center
and the event location (fig. 1a), we are now in a position to compute the
lagitude and longitude of the epicenter using the basic trigonometric equa-
tions for spherical triangles. The next step is to obtain a random Gaussian
distribution of the parameters azimuth and slowness (D7D A). Specifying

1 NTNF/NORSAR, N—2007 Kjeller, Norway.
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their mean values and variances 200 paired values of these two parameters
are simulated by using a random number generation routine. These ob-
servations determine a distribution of event locations in geographic space.
For computational convenience, we are pointing the array towards a
specified point on the equator, i.e., 0.0. N and 0.0, E, In other words, when

@ NORTH POLE @

by.2
, CP'I’)‘Z V ?21)‘2

9, A

Fig. 1. — Principles for ecpicenter locations using one and two arrays. In each case at

least two sides and angles are known in the given spherical triangles. Array and epicenter

coordinates are denoted by (®, ) and (O, A) respectively. The indices 1 and 2 denote
different arrays.

dealing with different epicentral distance intervals, the fictive array may
be moved northwards in steps of say 10 deg as actually used. The simulated
epicenters are considered in a Carthesian coordinate system, the x and y
axes pointing east and north, and the axes of the 95 9, confidence ellipse are
computed using a method described by Evernden (1969). These axes
would be oriented in the = (azimuth errors) and % (epicentral distance er-
rors) directions, or E—W and N —S8, or along and perpendicular to the sta-
tion azimuth direction.

In table 1 the simulated one-array event location capability in terms
of specified standard deviations of the DT/D A and azimuth parameters
are tabulated for different distances. The calculated semi-axes of the 959,
confidence ellipses correspond to paired values of the ¢ (DT/DA) and o«
(AZI) parameters, in combinations like [o(DT/DA) = 0.5 s/deg, o(AZI)
= 1.0 deg], ete.

EPICENTER LOCATION USING TWO ARRAYS

In this section the joint epicenter location capability of two arrays
is simulated. The analysis is restricted to azimuth and arrival time diffe-
rences, i.e., the slowness parameter is omitted. The reason is that in most
cases the difference in arrival times gives a better distance estimate than
that based on slowness measurements. Given the observed azimuth at
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TABLE 1
Semi-azxes of 95% confidence ellipses in deg.

| EPI: o(DT/DA) IN S/DEG _ 6 (AZIMUTH) IN DEG

DIST Iy | @ | @ | @] & [® [ D [ @)@ / @l wlel oo
(deg) | 0.0510.10 | 0.15 | 0.20 | 0.25{0.30 { 0.35] 1.0 | 1.5 ! 2.0 l 25| 3.0 35 |40
20 03] 05| 07 10| 1.3 1.6/ 1.8 08 1.1 1.6 | 2.2 24| 29| 3.2
30 33 55| 74| 85 (105 | 11,5 129} 1.3} 1.7 23 | 3.0 | 3.5 | 41| 53
40 | 20| 40| 58 7.7 | 8.6} 11.1] 12.7) 1.5 ; 2.4 | 2.9 | 39| 47| 54 ' 64
50 . 1.8} 3.4 48| 66| 83| 104 12.1) 1.6 | 3.0 | 3.6 | 43| 59| 6.6 | 7.8
60 | 1.8} 3.5! 5.8| 7.3 | 8.4 | 10.7] 11.9] 22 | 3.0 | 43| 52| 6.7 | 7.0 | 9.2
70 15 32, 47| 63| 83| 104 123§ 24 | 3.7 | 44 | 5.8 | 7.0 74 | 94
80 1.7 ) 34| 41| 6.3 | 7.7 8.7 10.8f 2.0 | 3.3 | 46 | 59| 6.9 9.1 | 9.8

Nole : Length in degrees of the semi-axes of the 959 confidence ellipses as a function of epi-
central distances and standard deviations of observed slowness and azimuth, The given
semiaxes are based on paired values of ¢ (DT/DA) and ¢ (AZI).

two different stations we can easily calculate the event position in geogra-
phic space as evident from figure 1b. The simulation of the epicenter loca-
tion process is quite similar to that one discussed in the previous section.
As before, we can determine the point distribution in geographic space and
then the probability density function which gives the axes and orientation
of the 959% confidence ellipse.

When working with body waves it is logical to constrain the above
arrival time differences. For a specific event location this parameter defi-
nes a curve in geographic space. We may assume that the associated pro-
bability density function is represented by a Gaussian surface along the
curves of constant arrival time differences which may be considered to
be parallel straight lines. Using the notations f(z, y) and g(x, y) for the
azimuth and time difference probability distributions, it is possible to de-
termine the epicenter or the point of maximum likelihood by forming the
product

F(z, y) = f(z, v)-9(x, y)

and then differentiating. The above methodisdescribed in detail in another
paper by the authors (Gjoystdal et al.)Z

The two-array epicenter location methods are demonstrated in
figure 2, using the data simulation approach outlined above. The procedure

2Gjosystdal H,, Husebye E. S.,, Rieber — Mohn D. One-array and two-
array location capabilities. 1972. (in press).



52 H. GJ YSTDAL, E. 5. HUSEBYE, D. RIEBER—MOHN 4

@

I F T I 1
(T T gL T[T LT
= -R70
§i— \ A //( {A=67°) ]
L\ \ _
- — \ o 00 -
o . \ /\\ s\ 9 _
= \ N 2
w — ° Y \\Q.Q’ ° e v
o | > V-G =
=] ° Op Pl \
E 0 -yv\ IS & igv \°\\n‘
_<J — Q\q ,‘/"/" % ‘: 7 —
/ * //Q/ . N
u?'j v PR\ °§ \ ’ // © .
< — y \\e/ \ T
o | \ 1o \ -
& \
-5—- Y —
o \ Vo
¥ \
L Lty Loy e ey
-5 0 5
RELATIVE LONGITUDE (deg)
®
rl.illl/xrﬁl]nr
- | TIME DIFF -
l LINE

RELATIVE LATITUDE ldeg)

RELATIVE LONGITUDE {deg)

Fig. 2. — Simulated two-array event locations at 45.3°N, 149.3°E. The standard deviations
of both azimuth observations are 2.0 deg, and those of arrival times 2.0 s.



5 SIMULATING ARRAY BEVENT L{KZATION CA.‘PABILITIES 53

will be especially effective in case the confidence ellipse has a considerable
eccentricity and the time difference line is nearly parallel to the shortest
axis, e. g., when the two azimuth lines intersect under a very sharp angle.

A small test of the joint location capabilities of the NORSAR and
LASA arrays has been performed, using a2 number of the Kurile Islands
events which are listed in table 2. The results are displayed figure 3

T T T T : T I T 1
NORSAR ! :
— 2 a~10% -4 2k | LASA
g‘ I | IA~67°}
= o7 ] I
= I — .
l
a .6 ]
E .
B oD e —
< T NOAA
oh |
2l o2 N - -1k ! -
=
3 L]} | }
[~y . | — =2} | —
o3 [1:3 ] | ’
| |
] { [ L ] | ] | 1 |
. -2 - 0 1 -1 0 1 2

2 -2

RELATIVE LONGITUDE [deg]

RELATIVE LONGITUDE [deg]

v INORSAE?

N

RELATWE LATITUDE [deg]
o

I
N

l

l

1

2

RELATIVE LONGITUDE [deg]

RELATIVE LONGITUDE [deg]

Fig. 3.—NORSAR and LASA epicenter locations for 9 earthquakesin the Kurile Islands region
compared to those of NOAA. A biased errorinazimut of 1.0 deg seems to occurin NORSAR data.
The open and closed rings indicate biased and unbiased observations. The given 95 %, confidence
ellipses are based on standard deviations of 0.5 deg in azimuths and 2.0 s in arrival times.
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and a few comments are as follows : Due to its larger aperture LASA is
expected to have in general a better location performance than NORSAR
and this is valid for the events analyzed. The preliminary location distri-
bution vectors in use at NORSAR seem to be troubled by small syste-
matic errors, and a bias correction of 1 deg in the azimuth estimate was
introduced for the Kurile Islands event. Even better epicenter locations
should be obtainable if absolute travel time corrections for the two arrays
were available. Another factor of some importance is the shape of the azi-
muth confidence ellipse as the intersection between this and the line of
constant time difference determines the final solution. Unfortunately,
estimates of azimuth variances for LASA and NORSAR were not avai-
lable,

BIASED OBSERVATIONAL ERRORS

Heterogeneous structures in the site and source regions may cause
systematic delays in the P-wave travel times across an array, and hen-
ceforth biased errors in the estimated azimuth and slowness of the inco-
ming wavefronts. From our point of view the most interesting aspect
of the above problem is how large the biased errors could be and whether
source or site structural anomalies dominate. In order to investigate the
above problem, a reasonable approach may be as follows : The first step
is to establish a model for time anomalies for the individual subarrays,
which are representative for structural inhomogeneities in the array site
area. The next one would be to locate a number of events using both ob-
served and simulated data. In the latter case, the subarray arrival times
would be predicted from NOAA epicenter solutions, Herrin’s tables
(1968) and the above time anomalies for the siting area.

The method outlined above has beentested on datafrom the NORSAR
array. Altogether 126 events recorded during interim NORSAR ope-
ration (Plan D) Jan-Jun 1970 were analyzed. At this time only 18 subar-
ray center seismometers were operative (fig. 4) and the high-quality P-
signals used were in each case clearly visible on at least 14 out of the total
of 18 sensor traces. The station corrections on the subarray level were
computed in the ordinary way, i.e., taking the average of the difference
between observed and predicted arrival times across the array. The re-
sulting one-dimensional model for the subarray station time delays for
NORSAR is shown in figure 4 and is considered acceptable as a first order
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approximation for simulating biased location errors. In the latter case,
the obtained results are shown in figure 5 where the mislocation vectors
are split into epicentral distance, independent azimuth and velocity bias

@

0

[
-

NORTH

-4..8
o
o
[=2]
o

80 100 km

TREND AZIMUTH ~1{33°

058 ‘
B
- 35km
' 08C 7
s © 3

MOHO DEPTH CONTOURS (km)

Fig. 4. Observed time delays plotted as a function of NORSAR subarray configuration.
The MOHO depth contours are taken from a paper by Kanestrom,Haugland (1971).

| TIME SCALE IN DS
T
C:
(@]

components. For computational details we again refer to Gjoystdal
et al .3

The result presented in figure 5 exhibits several interesting features, First
of all, structural anomalies in the sjting area account for around 45 per

3 Op. cil,, p. 2
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cent; of the bias in P-wave slowness, but no improvernent is seen in the agi-
muth values. Moreover, the absolute values of the azimuth and slowness
anomalies and also their gradients are relatively large, especially in view
of NORSAR’s array diameter of around 110 km. In practice, this means
that in order to avoid excessive errors in event locations based on a single
array like NORSAR, extensive calibration files are part of its software
system. However, fol' epicentral distances beyond 85 degrees and including
most of the core shadow, zone, where the gradients of the slowness curves
are small, large mislocations are likely to occur, unless secondary arrivals,
seismicity or exernal information are available.
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PROBLEMS OF RECORDING AND ANALYSIS OF RAPID
TILTS ACCOMPANYING EARTHQUAKES

BY
JOSEF HORDEJUK?!

The possibility of recording rapid changes of ground tilt by means
of seismographic equipment was noted by Ahorner and Van Gils
(1963). Analysing a nontypical recording (fig. 1) obtained at the Uccle
and Bernsberg stations with Golitsyn seismographs they came to the
conclusion that it represents a record of ground tilt. An analogous pheno-

Ucc[e A=102 km Golicyn N-S E-W

14" 30" 29.6°
Fig. 1. — Nontypical recording with Pg Sg

Golitsyn seismographs at the Uccle and

Bernsberg stations. wm\
}—-1mm —
/r/=2: 5%

¥Y=035"

4 ¥ =03C"

menon was observed by Teisseyre and Sobolewska (1965)
on the recordings of shocks from Upper Silesia obtained with Mainka-
type mechanical seismographs (fig. 2). Up to now, the problem of occur-
rence of rapid changes of ground tilt, which accompany earthquakes in

s"’z;w -

Fig. 2. — Shock recordings with mechani-
cal Mainka-type seismographs from
Upper Silezia

1 Institute of Geophysics, Polish Academy of Sciences, 3, Pasteur Str., Warsz awa, Poland.
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epicentral regions, has not been much investigated. One of the reasons
is that such records are usually misinterpreted, being trated as distortions
introduced by the instrument, since their shape resembles free oscilla-
tions of a seismograph pendulum produced by a short pulse.

wM7MWWﬂ’“N””“m,,

_
TYPE 1

Fig. 3. — Recording of the step-like ground tilt type (type 1).

The above-mentioned characteristic recordings were commonly ob-
served at the Upper Silesian stations equipped with short-period electro-
dynamical seismographs, as well as in the mining exploitation regions with
the occurrence of rockbursts.

Similar phenomena were also recorded by means of Mainka-type
mechanical seismographs. The detailed examination of the seismographic
equipment and the statistic of occurrence of such phenomena on several
stations excluded the possibility that the recordings represent distortions
produced by the equipment itself.

An analysis of recordings obtained by means of seismographs with
mechanical recorders made it possible to determine two types of the ground
tilt. Figure 3 shows the recording of the first, step-like type ; the seismic
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waves produced by the shock accompanying the tilt formation are super-
imposed on it. Figure 4 shows the recording of the second, pulse-like type,
also accompanied by the seismic waves produced by the shock.

To describe the above-mentioned tilt types we analysed theoreti-
cally the recordings of which can be obtained by seismographs with me-
chanical recorders. We assumed that the tilts are described by the formula

¢

b=doll—e 7] (>0 (1)

in the case of the so-called type 1, and

¢=%(1) sin (11) 0<I< <
T T

=0 (> = (2)

in the case of the so-called type 2.

Figures 5, 6, 7 and 8 present the pattern of theoretical tilt records
of type 1 in a nondimensional form. The following notation is used : v =
= 2</T,, £ = 2nt/T,. The curves were calculated for the attenuation of
the seismograph pendulum D, = 0.2, and for four values of parameter
u=04; u=02; =004 and v = 0.

Figures 9, 10, 11 and 12 present theoretical tilt records of type 2,
foru =1; u=04; 4 =0.2; u =0 respectively, and for D, = 0.2.

The consistence of the theoretical and experimental curves is striking.

Apart from the above, we have analysed the theoretical records of
substratum tilts of both types, which can be obtained by instruments with
galvanometric recorders. Figure 13 and 14 present such records for jumps
of a tilt of type 1 and 2, respectively. In both cases it was assumed for
simplicity that ¢ = 0. The parameters of the instrument were adopted
as follows : T = 1.46 s, T, = 0.42 s, D; = 0.58 s, D, = 3,75, ¢* = 0.07,
and ¥V, = 12000. From the character of a record one can easily determine
the tilt type as well a~ its magnitude in seconds of arc. Our considerations
are illustrated by a recording of a tilt of type 1 (Fig. 15) and two recordings
of type 2.

The mechanism of the tilts described above can be explained by an
abrupt displacement of rock masses which takes place in a seismic focus
region. Such displacement causes changer in the level of the surface and
the release of elastic energy. Figure 16 shows the manner in which such
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Fig. 5. — Theoretical tilt records of step-like type (type 1), with u = 0.4,
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Fig. 6. — Theoretical tilt records of step-like type (type 1), with u = 0.2.
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2 phenomenon can be created. The stresses acting in a given medium
produce its deformations; such deformations cannot be recorded by
means of seismographs because the process of their formation is very slow.
Upon exceeding the strengtb limit the medium disrupts, its central part
rising up and side parts going either down (model b,;) or up (model b,).
This produces a tilt jump of type 1. The disruption of a medium is accom-
panied by a release of seismic energy. If the elasticity of the medium
is high, the free edges can move in both directions, up and down or
vice versa, which produces a tilt jump of type 2.

The occurence of rapid tilt changes in epicentral regions, as well
as the recording and detailed analysis of such changes can provide new
data on the dynamic processes taking place in seismic foci.

At the same time it should be noted that the effects of deformation
in the vicinity of hypocenters can be also recorded by vertical seismographs.
To the tilt phenomenon recorded by a horizontal seismograph corresponds
a vertical displacement recorded by a Z seismograph. In figures 6 and 11
the dashed line represents the recordings which accompanied the tilts
of typel and 2, respectively. A comparison of recordings obtained by
horizontal seismographs with those obtained by vertical ones provides
complementary information to the recording system of the discussed
phenomena.

 REFERENCES

Ahorner L,Van Gils J. (1963). Das Erdbeben vom 25. Juni 1960 im belgisch-nieder-
landischen Grenzgebiet. Rheinische Erdbeben 1II. Ber. Erdbebenstation Bensberg. Kéln.

Sobolewska Maria (1965) Obserwacje nachylenn powierzchni Ziemi na Goérnym Slasku
wedlug zapiséw sejsmograféw mechanicznych. Malerialy i Prace, 8.



A DIGITAL PROCESS FOR DEEP SEISMIC SOUNDINGS
BY
MARC SOURIAU, L. STEINMETZ !

Two years ago, it was decided to build a digital process for deep
seismic soundings, at Institut de Physique du Globe in Paris. This is now
a routine procedure. This paper shortly deals with the process from the
transducer up to the digital tape and the first analog output.

FIELD RECORDING

Due to the large distance between our recording points, it was ne-
cessary to use independent stations. Each one is defined by a 4-channel
magnetic tape recording, 3 seismic components and a time track for radio
time signals. These ehannels are multiplexed on a single magnetic track
by 4 frequency modulations given by a 6.4 khz quartz pilot, which is the
Lennartz recording device, with a 50 db dynamics. The automatic time
window is given by a clock and can be adjusted from 3 minutes to 1 hour.
(fig. 1).

THE ANALOG-DIGITAL CONVERTER

This step is done by a single converter coupled with a digital com-
puter. The magnetic track is demultiplexed. Bach seismic channel goes
through a low-pass analog filter adjusted to cancel the frequencies higher
than the Nyquist frequency. Two parallel and independent outputs are
used, the paper output and the analog-digital converter; the 6.4 khz
frequency given by the tape recorder is used by the converter so as to
cancel any sbhift (fig. 2).

The sensitivity of the whole process, as shown by figure 3, must
be multiplied by the gain of the amplifier. It is obvious that within the

1 Institut de Physique du Globe. 11, Quai St. Bernard, Paris V-éme, France,
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range 4—40 hz it is a velocity recorder. With the usual gain, we obtain
for 1 bit a ground velocity of 4 my/s.
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Fig. 1. — Field recording device.
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Fig. 2. — Analog-digital converter from analog tape recorder to digital tape.

TAPE PROCESSING

The main parameters of digitalization are :
a) sampling rate 200 by second (Nyquist frequency 100 hz);
b) dynamics 11 bits (a little higher than the analog dynamiecs);
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¢) multiplexing the 4 channels with a 40 us delay.
A software process is used with tbe following goals

a) recognizing the time signals within tlhe noise according to a con-
fidence level defined over tbe first seconds;

bils/mm/s

0 00 w5 T
Aé
700
500
0 . .
0 500 100 4

Fig. 3. — Magnification and phase of the whole process from the transducer to the digital
tape (Amplifier gain = 1).

b) adjusting the sampling rate to time signals ; due to the little sbift,
adding or canceling one value is enough for 1 second out of 10;

defining the time window with the seismic information;
building a new tape with
1) a label with all information necessary for further processing ;

2) blocks with the 3 seismic channels multiplexed, each block con-
taining 1 second in universal time.

¢
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PLOTTER OUTPUT

From the processed tape, we use a plotter for the stacking of a whole
profile according to a chosen reduced time and with the time window
(t; + Ajvy, t, + Ajv,). For each channel recursive digital filters are used,
2 high-pass filter to delete the time drift and a band-pass filter with boun-
daries given by the user.



PREPARATION SUR ORDINATEUR DU BULLETIN SEISMIQUE
DES STATIONS DU RESEAU BELGO-LUXEMBOURGEOIS

PAR

JEAN-MARIE VAN GILS, BERNARD DUCARME !

LE RESEAU

Jusqu’en 1966 le réseau belge comportait trois stations: Uccle,
Dourbes et Warmifontaine (UCC, DOU, WRM) et permettait la surveil-
lance des régions séismiques du Massif Cambrosilurien du Brabant ainsi
que celles qui bordent ce massif sur ses flancs sud et est (tabl. 1).

En 1967 le réseau s’est aggrandi par la création de la station de Lu-
xembourg (LUX) au Grand-Duché. Grace a cette extension la station
de Warmifontaine a pu étre abandonnée fin 1970 rans toutefois compro-
mettre Defficacité du réseau pour la détermination des épicentres belges.

Afin de compléter le réseau d’une part, et en vue de surveiller effi-
cacement les barrages de ’est du pays d’autre part, il a été installé en
1968 une station temporaire & la Gileppe.

Aprés deux années son fonctionnement a été suspendu, mais elle
sera transferée cette année encore dans un site plus propice a Membach
et reprendre ses activités.

En 1973 le réseau se verra adjoindre une station située dans le nord
dela Belgique de facon & détecter plus efficacement les séismes ayant leurs
épicentres le long des failles bordiéres méridionales du fossé tectonique
de Roermond. La configuration ainsi obtenue répondra parfaitement aux
besoins des deux pays.

1 QObservatoire Royal de Belgique. 1180 Bruxelles, Belgique.
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LE DEPOUILLEMENT DES OBSERVATIONS

Collecte des données. Le réseau est organisé de fagon & ce que tous
les séismogrammes parviennent deux fois par semaine au bureau de dé-
pouillement de ’Observatoire Royal de Belgique a Uccle. De plus en ca
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Fig.1. — Le reseau belge des stations séismiques
1, région séismique.

d’événement exceptionnel les enregistrements sont envoyés le jour méme.
Les données de la station fondamentale & Uccle sont dépouillées quati-
diennement. En outre cette station est pourvue d’un enregistrement en
ligne permettant une surveillance constante des événements locaux.

Dépouillement préliminaire. Les séismogrammes ainsi rassemblés
font l'objet d’'une premiére lecture qui a pour but d’informer les stations
voisines et les grands centres des événements enregistrés.

Bulletin provisoire. Aprés réception des données provisoires des
centres internationaux un dépouillement plus complet est effectuée et les
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résultats sont perforés sous forme de cartes phases (tabl. 2). Ces cartes sont
transposées sur ordinateur dans le code de I’ISC et envoyées 4 Edimbourg.

Jusqu’en juin 1970, un "listing’’ de ces cartes était publié sous forme
d’un bulletin provisoire.

Bulletin définitif. Ce n’est qu’avec un certain retard (quatre mois
pour ERL, un amn pour BCIS) que l'on entre en possession des données
épicentrales définitives et qu’il devient possible de procéder & ’identifi-
cation définitive des phases et de consigner les observations dans um
bulletin définitif.

I1 faut d’abord fixer I'optique dans laquelle ce dernier sera rédigé.
Le but du réseau belgo-luxembourgeois n’est pas la détermination des
épicentres, ce qui est du ressort des grands organismes internationaux,
excepté pour les séismes locaux.

Ce bulletin vise essentiellement & informer les chercheurs du matériel
disponible pour d’éventuelles études approfondies. Parmi les recherches
souhaitables, citons I’étude des résidus des temps de parcours des diffé-
rentes ondes en fonction de I’azimut ce qui est indispensable pour amélio-
rer les tables en usage.

Par contre les études de dispersion sur les ondes de surface exigent
la digitisation des enregistrements.

C’est pourquoi un bulletin définitif se doit d’abord d’identifier les
phases principales et de donner ensuite les écarts entre temps d’arrivée
observés et calculés (O—C). Quant aux temps d’arrivée des ondes de
surface ils n’ont pas la méme signification et sevl importe le rattachement
3 un épicentre donné.

Parmi les autres élémeants utiles & renseigner dans un bulletin, rig-
nalons la détermination de la magnitude ainsi que le sens du mouvement
du sol (compression ou dilatation) si nécessaire pour mieux connaitre le
mécanisme au foyer.

Pratiquement toutes ces opérations peuvent étre confides & un
ordinateur, le probléme principal demeurant l’identification automatique
des phases. Le probléeme d’identification en pose un autre : celui du calcul
de la distance épicentrale et celui de la consultation de tables de temps de
propagation.

11 faudrait done, d’abord choisir I’expression mathématique permet-
tant de calculer la distance épicentrale de maniére & s’approcher au mieux
de la distance vraie et ensuite, adapter les tables des temps de propagation.
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CALCUL DES DISTANCES ET AZIMUTS

Avant toute chose il faut noter que ce calcul est 1ié directement &
un certain nombre de constantes géodésiques fixées par les Unions., Nous
avons adopté les conventions dU  croprric REFERENCE SYSTEM 1067

Apercu des differentes méthodes de ealeul des distances. Initiale-
ment les coordonnées géographiques d’un épicentre étaient calculées a 1’aide
des distances épicentrales A de plusieurs stations. Ces distances se mesu-
raient le long d’arcs de grand cercle d’'une sphére de référence. Quoique
pour la sphére les géodésiques coincident avec les grands cercles, il demeu-
rait toujours une grandeur aléatoire due aux choix de la sphére de réfé-
rence. Du point de vue du calcul, cela se réduit & une simple apphcatlon
de la formule fondamentale de la trigonométrie sphérique :

cos A = cos 0, cos 0, + sin 0, sin 6, cos (h ,— %)

0, et 0, désignant les colatitudes de deux points et 2, 2, les longitudes
correspondantes.

En procédant de la sorte et en considérant que la Terre a une forme
ellispoidale plutét que sphérique, la distance A est entachée d’une erreur
qui pevt atteindre plusieurs dizaines de kilométres.

~Si, au contraire, comme le préconisaient Gutenberg et Rich-
t e v (1933), nous utilisons les coordonnées géocentriques, cette erreur
diminue considérablement. En désignant par o la latitude géocentrique
d’an point de latitude géographique @, e étant ’excentricité d’une ellipse
méridienne, la transformation s’obtient & partir de la relation

tgw = (1 — e2) tgd
Ce procédé ne léve toutefois pas 'ambiguité due au choix de la sphére de

référence : sphére équivolume, sphere équiméridienne, etc. Gutenberg
et Richter sesont servis dans tous leurs calculs de la sphére de rayon

R = 6366 km.
A la distance ainsi calculée, ils appliquaient un terme correctif,

dépendant de la hauteur H, de 1’ellipsoide par rapport & la sphére, Cette
correction atteint 12 km & l'équateur et 10 km aux pédles.
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En utilisant les ,latitudes réduites” u, liées,aux précédentes par la
relation

tau=)1 — e tgd

le probléme reste identique et 1’erreur .possible est du méme ordre de
grandeur.

En 1937, Bullen suggérait l'introduction d’une ,latitude séis-
mologique’ afin de corriger au mieux les temps de propagation des ondes
P et 8 des erreurs résultant de 1’excentricité de la Terre.

Cette ,,latitude séismologique’ B était lide & la latitude géographique
O et & la latitude géocentrique o par la relation

B=11w—010

Outre cette correction, le méme auteur suggérait également de tenir
compte de haugeur H, du point considéré par rapport & ia sphére de
référence,

Dans les dernjéres éditions des Tables de Propagation de Je f-
freys et Bullen, il a'été tenu compte des corrections en question.
Actuellement, grace aux ordinateurs électroniques, nous croyons qu’il
est utile de repenser les anciennes méthodes de travail.

En effet, au lieu de rapporter tous nos calculs de distance et d’azi-
mut 4 ’une ou 1’autre sphére de référence nous avons calculé ces mémes
éléments suivants les géodésiques de 1’ellipsoide international. Ce calcul
peut d'ailleurs se faire 4 1’approximation souhaitée, en limitant le nombre
de termes dans le développement en série des géodésiques.

Caleul d’un are de géodésique. Pour le calcul d’un arc de géodésique
nous avons utilisé une méthode renseignée par Tardi et Laclaveére
dans leur Traité de Géodésie. Elle est basé sur 1’emploi de la sphére
de Jacobi. :

11 s’agit d’une représentation sphérique des arcs d’ellipsoide sur une
sphére de rayon a, suivant certaines conventions. Tout d’abord les azi-
muts Z de I’arc de grand cercle sont égaux aux azimuts ellipsoidiques et
en premiére approximation les longitudes sont conservées.

Si on choisit une représentation suivant la latitude réduite on a la
relation

tgu = bla tgd
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On établit les relations différentielles entre 1’élément d’arc sur
Pellipsoide ds et 1’6lément d’arc sphérique de. Ces relations sont dévelop-
pées en série puis intégrées terme 4 terme. Suivant la préeision requise
on arréte plus au moins loin ce développement.

Ecrivons les relations différentielles relatives aux lignes géodési-
ques de l’ellipsoide ( @, 2, 8) et aux arcs de grand cercle de la sphére de
Jacobi (U, 1, o).

pd® = ds cosZ adU = edacos Z

acos UdA = ds sinZ " acos Udl = adesin Z
D’ 'on tire les relations

dA

1 ds dadp
dl 1 % aa ° dU

dans lesquelles o = L % (rayon de courbure du méridien)
a

W2 = ——1—2— = 1 — e%sin*P cos?
1 + e%sin?U cos2U
+ w b
. v a
VZ = —-———1——- =1 4 e'3cos*P sind®
1 — e?cos?U sin?U
a? — b3
e? = " étant la seconde excentricité
b
a® — b . ..
e = — étant la premiére excentricité
a
Ell_—:t_fi. E‘=a2—b‘

b at

Longueur d’un arc

b
Dela relation tgU = > tg®@

dd a
i isément — = — W?
on tire aisé th ,
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et on trouve ainsi

9 _ b _ e
do w 14
Transfert de la longitude

dx _— e2 et
0 = _ e%costly =1 — —— cos? U~ —— cost U — ...
a VI e2cos?U o 3

Sur la sphére on a la relation

dl = _sl_nZ_e do
cos? U

ou sin Z, est 1’azimut & 1’équateur.

Ce qui permet d’expliciter (2) sous la forme

2 4
dy = dl — ezsinZ,(1/2+_;_coszU+ i—cos‘U+ ...)dc
16

1)

2

3

@

U peut s’exprimer en fonction de ¢ et de ’azimut de la géodésique a ’équa-

teur Z, par la relation sphérique

sin U

cos Z,

sin ¢ =

ce qui nous donne

d\ = dl — e?sin® Z, (A; — 2AZ cos® Z,sin? ¢ + 24,cos* Z, sinfe + ...) do ...

2
a=12+ 5 40
8 16

e et
avec | A'=___+—
16 32

6]
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Dans ces conditions pour une arc de cercle de longueur ¢’ comptée & partir
de l’équateur l’écart ¢ =1 — A vaut

o
e = Aysin Z, 6 — 24,sin Z, cos?Z, S sin® ¢ do
0

(

. 3
= e%sin Z, {( Ay — A, cos?Z, + e A, cost Z, )c + 2(4, cos?2Z, — A,c08'Z,) (6)

1 .
sin 2¢ + — A, cos® Z, sin 40} :
16

Pour une ligne quelconque considérée comme la différence entre deux
arcs équatoriaux

Ac = 0,—0y On trouve

e =esinZ{...... Y Ac + A, sin Ac cos (264 + Ac) . . @)

Calcul de la longueur d’un arc

a8 b (1 4 e?sin?U)y/z 8)
do .

U peut s’exprimer en fonction de ¢ et de ’azimut de la géodésique & 1’4-
quateur Ze par la relation

e sin U
sing =
cos Z,
on a des lors
ds, - - ;
d_ =b Vl + e’ cos?Z, sin’c )
c

En développement par la formule du binéme on a

d 1 1.1
R b(1 + — €2 cos?Z, sino- — — (€’? c0s%Z,)? sin*c
do 2 2.4

1.1.3

+ (e2Zp sinf g — ...) (10)
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L’intégration se fait en utilisant les formules de Moivre qui permet-
tent d’exprimer les puissances successives de sine en fonction des ares

multiples 26, 40 ...

1
sin?g = —1— — ——cos 20
. 3 1
sinf¢ = —— — —— cos 26 + 2 cos 4o
8 2 8
5 15 3 1
sin“c=i——~—cos2c+—cos4c—-—cos(30
16 16 32

en posant

1 .
v et cos 2Z, = K? gn obtient

1
_dizb 1+I{2——3—K4+i-1{6 —{ K2 - K* 5K° cos 26 +
do 4 4 8

(-K4 — 3£).cos 40 — 3 K¢ cos 66 (11)
4 4 24
Dans l'intégration nous pouvons considérer deux cas.

a) Prenons d’abord le cas d’une géodésique de longueur s comptée
a partir de Péquateur.

Si la quantité entre crochets est exprimée en radians on trouve en
kilomeétres.

s=2b 1—}-}{2--—3~K4—}-iK6 ,——1— KZ—K4‘—}-—_1~5~K0 sin 2o
4 4 2 8

1 (K? 3Ke\ . K& |
+ — - — sin 4 — — sin6¢
8 g 48

1 .
Comme Z—e’z = 1,6849313 1073, la série est rapidement convergente.

6 —c. O



82 J. M. VAN €ES, B. DUCARME 10

En posant:
By =1+ K — 0,75 K% 41,25 K®
B, = K* — K* 4- 1,875 K°®
B, = 0,125 K% — 0,375 KS

B, = 0,04 K®

1 1 .
s=b(Boc—~—1—stin2c——~2~B4sin4c—?Bssm60) (12)
2

A la précision recherchée de 0.001 degré nous négligeons le terme
en BS% et nous adoptons:

By =1+ K® — 0,75 K
B, = K? — K1

4
By = —-
8

b) Si on ne calcule pas un arc équatorial mais un arec As joignant
un point @, de latitude réduite U, et d’élongation s,, & un point Q,( U, o,),
on pourra le considérer comme une somme ou une différence d’arcs équa-
toriaux de la géodésique. _

Application. Le calcul de la distance se réduit donc av calcul de la
distance sphérique Ao, de I’élongation des extrémités o, et 6, et de I’azimut
a léquateur Z,.

Toutes ces quantités peuvet s’obtenir & partir des quatres cosinus
directevrs principaux :

a = cos O’ cos A
b = cos @’ sin A
¢ = sin @’

— k = cos P’
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@’ représentant la latitude transférés c.a.d., U dans notre cas.

Premiére approwimation sur la distance sphérique Al = AX

On assimile les longitudes sphériques & celles de ’ellipsoide si 1’indice O
désigne la premiére station et l’indice 1 'autre.

. by — a;b
cos Ag = aya + boby + cyesin Z, = 1= %
sin Ac
- sin @}
sin gg = ———
cos Z,
. sin @}
sin o; =
cos Z,

L’azimut direct (0 — 1) et inverse (I — 0) calculés sur la sphére sont don-
nes directement & partir de sin Z,

sin Z,

sinZ,, =
cos @, cos @

Le signe du cosinus de ’azimut est nécesraire tant pour discriminer les

quadrants que pour le calcul du terme correctif.
I1 suffit pour cela de calculer le numérateur des expressions

C, — cos Aoy

c0s Zy;, =
sin Ao -6 cos D}
C, — cos AoC.
cos Zyy = —o ——~— "L

sin Ac-ccos @

Nous devons aussi calculer ¢ & partir de la formule (7)
Seconde approximation Al = AN+ ¢
Les formules fondamentales deviennent :

cos Ag’ = (aya; + beby) cos € — (byet; — a;by) sin

(aga, + boby) sin & + (@, — ayby) cos ¢
A/

sin Z/p =
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Les autres formules ne changent pas.

On pent pousser plus loin le calcul en déterminant une nouvelle valeur
" qui différera trés peu de la précédente et recommencer le processus
Jusqua la précision recherchée. -

A la premiére approximation ¢ vaut environ Ac/300 et 4 la seconde
approximation il ne varie plus que d’une quantité négligeable a la pré-
cision recherchée de 0.01 degré.

Longueur de Uarc de géodésique sur Uellipsoide

On a choisi de sortir les distances en degrés moyens de 111 km.

Or on voit dans la formule (6) que la quantité entre crochets est
exprimée en iadians de la sphére de rayon polaire

b = 6.356,774 km

pour laquelle nn degré vaut 110 km 947.

On doit done multiplier les résultats par un facteur correctif 0.99952
pour les exprimer en degrés moyens, ce qui-donne :

1 . .
s = 0.99952 (BoAc — T'Bg(;i: sin20, + sm2co)) .

Le signe des termes correctifs est fixé par la position relative des
deux stations.

En pratique ce signe est négatif quand le cosinus de 'azimut cor-
respondant (cos Z;, pour o, et cos Z, pour o,) est positif.

Conelusions. Les distances calculées par cette méthode différent de
moins de 0.1 degré des valeurs obtenues par la formule classique utilisée
par I'ISC.

Elles sont systématiquement inférieures ce qui provient probable-
ment du choix de la sphére de léférence ainsi que du fait que nous tra-
vaillons en degrés moyens.

LES TABLES DE TEMPS DE PROPAGATION

Nous avons généralement utilisé les tablesde Jeff reys-Bullen
(1958). Toutefois pour l'onde PK P les tables choisies sont celles de
Shimshoni.
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Préparation des tables. Les tables de Jeffreys ne se présentent sous
une forme directement accessible en ordinateur que pour les phases sim-
ples P et S. Pour les autres seuls les temps de propagation en surface sont
renseignés et les corrections de profondeur sont données de facon assez
grossiére. C’est pourquoi nous avons préféré recalculer toutes les phases
composées.

Un autre cas difficile est celui ou les phases de deux séismes sont
mélangées. Aprés identification des phases du premier séisme il faut garder
en mémoire les phases non identifiées appartenant au second séisme qui
elles ne seront reconnues que plus tard. D’ou l'utilisation d’une table des
stocks ol les phases seront gardées jusqu’a ce que leur temps d’arrivée
soit entérieur au P ou au PKP du dernier épicentre lu.

Une phase est considérées comme identifiée quand sont temps de
propagation difféere de moins de 5 sec. pour les P, moins de 10 sec. pour
les autres ondes de volume.

Si deux ondes différentes sont identifiables a une méme phase,
les phases principales (P, §, PKP, SKS) prennent le pas. ‘

Pour les ondes de surface les bornes d’identification sont élargies
considérablement en tenant compte du fait que les retards sont plus
plausibles que les avances. ‘

Pour les ondes de surface se pose en outre le probléme des identi-
fications multiples. On voit par exemple dans le tableau 3 qu’un méme
train d’onde peut étre identifié comme appartenant & plusieurs épicentres.
C’est le cas des séismes :

4 et 5 (9 05 2.9)
7,8 et 9 (11 14 57.2)
14 et 15 (15 20 21.1)
21 et 22 (22 15 1.2)
Pour trancher on pourra inclure des critéres basés sur la magnitude et

la distance, mals en dernier ressort une intervention humaine sera parfois
nécessaire.

Celles-ci ont été réparties en quatre groupes

i P S
1) phases mixtes SXP'
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2) phases réfléchies sur le noyau ¢ P
c S
3) phacec traversant le noyau PKP -
S K
ov la graine PKIKZP

Eﬁzs

4) phases des séismes profonds p et s.

Calcul des phases composées. Toute phase peut se ramener i la
composition des deux autres.

La régle fondamentale est que la partition des distances s’effectue
de telle sorte que l’inverse de la vitesse apparente 3t/3 A soit le méme pour
les portions d’arc parcourus par chacun des éléments de la paire.

Tout le probléme se raméne & déterminer par interpolation dans les
tables des vitesses apparentes, la partition exacte pour chaque distance
angulaire A. Les phases interdites en découlent immédiament.

Au départ on a dit admettre un certain nombre de phases élémentai-
res. Ce sont:

groupe 1 P et S

d’ou l'on tire

PP, PS, 8P, 88

PPP, PSP= PPS, SPP, PSS, SPS =A88P, 888
groupe 2 PcP et 8ScS

d’ou l’on tire

PcS, SeP

groupe 3 PHKP (Shimoshoni)

K : temps de propagation & travers le noyau
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s\

KIK : temps de propagation & travers la graine
PcP et SeS
d’ou l’on tire
PKS, SKP, SKS
PKKP, etc....
groupe 4 P et 8
d’ot1 ’'on tire
pP, s8, sP
pPP, s88 ete....

Pour les phases réfléchies du groupe 2 on doit combiner 1a moitié du temps
de propagation pour I’arc double, ce qui correspond au temps de parcours
surface-noyau ou réciproquement.

Pour le groupe 3 on combine le groupe 2 avec les temps dans le
noyau. Le groupe est complexe car la loi de partition est plus difficile
a appliquer.

Ezemple 2Y (A" = A — A))

11 faut
L ( 8_1)
84, V.8 84, Xs

( 3 =( 3 )
84, )x, \34.—A))x,
Fig. 2. — Exemple xY (A" = A — A;) . B2 :
< KN

o1 I’indice s indique que la phase est prise en surface et I'indice A qu’elle
est prise & la profondeur h.

Lay.ha = lysar + ((x,6.80 — €xha2 — A

Sur ces bases nous avons été amené & élaborer un programme pour cha-
que groupe.
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Les temps de propagation ainsi déterminés sont .en agrément avec
les tables au dixiéme de seconde pres.

PROGRAMME D’IDENTIFICATION

D’une part on dispose des données épicentrales de 'ERL et du
BCIS ainsi que des distances calculées stockées sur disque. Les données
du BCIS sont plus spécialement retenues dans le cas des séismes de la
zone européenne. Les séismes proches (<< 1°) et les explosions sont traités
& part.

D’autres part tous les événements ont été perforé sur des cartes
phases (tabl. 2) et regroupés par séismes numérotés dans I’ordre chrono-
logique. Des identifications provisoires ont été faites, mais seules ont été
retenues celles concernant les ondes a longue période.

Pour disposer d’une échelle de temps uniforme, le programme com-
mence par transformer toutes les heures origines et les temps d’arrivée
des phases en Temps Julien. ,

On prend un premier épicentre, on dresse une tables des temps
d’arrivée théoriques et on cherche & les identifier avec les temps de pro-
pagation du premier séisme & déterminer. Si I'identification n’est pas
possible on passe & ’épicentre suivant et ainsi de suite. Dés qu'une phase
du séisme est identifiée celui-ci est considéré comme déterminé et on passe
au suivant.

La logique du programme doit prévoir certains cas particuliers.
Tous d’abord les ondes d’un séisme chronologiquement postérieur peuvent
arriver & la station avant celles d’un séisme antérieur. A ce moment il
faut garder en mémoire les épicentres jusqu’a ce que le temps d’arrivée
des derniéres ondes possibles (M ou W) soit dépassé par les phases lues.
De 14 la nécessité d’une table des épicentres.



TABLEAU 1

UCCLE
Observatoire Royal de Belgique

P = 50°47'54"" N.
A = 4°21'34" E.

Altitude : 105 m.
Sous-sol : sable éocéne moyen.

Instruments : (1966 et années suivantes)
I) a) 1 séismometre vertical type Wiechert VEU
b) 1 séismometre horizontal, type Wiechert 4 2 composantes NS et EW |[NEU—EEU
Transmission du mouvement du sol par transformateur différentiel et enregistrement
sur enregistreurs potentiométriques électroniques Brown.
En fonction jusqu’en mars 1972.

2) 2 séismometres électromagnétiques horizontaux type Galitzine original EGU—-NGU
1 séismometre électromagnétique a composante verticale type Wilip Sombille VGU
Enregistrement photogalvanométrique sur papier.

Ce groupe de séismomeétres est toujours en fonction.

3) Trois séismomeétres ,,longue période” type Press-Ewing.

composantes : verticale VLU
EwW ELU
NS NLU

a) Enregistrement photogalvanométrique sur papier.
Mise en fonction: 10 mai 1971 et toujours en fonction.
b) Enregistrement sur enregistreurs potentiométriques électroniques Brown a partic
de mars 1972,
DOURBES

Centre de Physique du Globe de I'LLR.M.
O = 50°5'45,7" N;
A= 4°35'39,2" E;

Altitude : 232 m.
Sous-sol : dévonien.

Instruments : (1966 et toujours en fonction)

1) 3 séismométres ,,Longue période” type Press Ewing.
2) 3 stismometres ,,Courte période” type Benioff.
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Chaque groupe de séismometres est relié & un enregistreur triple du type Sprengnether.
Enregistrement photogalvanométrique.
WARMIFONTAINE

Station souterraine & 150 m de profondeur

Mise en service en septembre 1964.
Station a Varrét depuis le ler novembre 1970.

D = 49°50"' N ;
A = 5°22°50"” E;
Altitude : 4 300 m.

Instrumentls :

3 séismometres type Sprengnether.
Enregistrements photogalvanométriques.

LUXEMBOURG
Ville de Luxembourg — Casemates du Saint-Esprit
D = 49'36" N;
A=468 E;
Altitude : 271 m.

Instruments :

3 séismomeétres Askania type Galitzine.
Enregistrement photogalvanométrique.
Mise en fonction le ler mai 1967 et toujours en fonction.

LA GILEPPE
® = 50°35'32"” N;
A = 5°68'27"" E.

Instruments :
Un séismométre courte-période type Grenet.
Enregistrement photogalvanométrique standard.
Mise en fonction le ler octobre 1968 et mise a I'arrét au début mars 1970.
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UCCLE

CARTES PHASES
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(Continuation tableau 2)

NG 71.8 HO 14 27 09

EG 0.37 HO 22 13 19 5
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11
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11
11
11
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13
13
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15

13
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21
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2
14

11
14

14
14

14
15
10

10
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12
11

12
18
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19

20

6 290
21 27.9
43 4190
59.6

9.9
17 13.7
42.8

6 29.8

2.9
50 525

2.9
10.8

9.4
6 174

57.2
11 8.4

57.2
16 323

41 11.7

53 3.0
19.3

19 52,0
32 48.3
35.5

7 428

18.9
28  55.7

TABLEAU 3

EG

132N 955E
EG-09

NG 32.
NG 249,

62.6S 1556 E
NG 640.

215 S 69.7 W

NG 186.
412N 203W

NG 19.
138N 120.7E

NG 348.
338N 1371 E

NG 221.
339N 1371 E

NG-—67,
337N 1371 E
NG33.
EG 69.
529N 172.0E

VG 3.2
NG 156.

NG
18.7S 169.2E

NG9t.
36.7N 23.0E

EG31.
33.6 S 70.2 W

EG 144.

MAGN. PROF. DIST. AZ.

52 33 80.60 80.59

58 33 160.45 138.39

54 57
96.89 244.51

44 33
25.06 260.67
PHASE IDENTIFIEE 2 FOIS

5.4 124
95.14 60.78

5.1 23
85.92  37.69

4.3 33
85.83 37.64
PBASE IDENTIFIEE 2 FOIS

56 33
86.01 37.74

PHASE IDENTIFIEE 3 FOIS
56 17
76.01 7.65

44 214
145,70 25.90

4.7 11
19.40  129.37

50 33

106.59 237.15
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(Continuation tableau 3)
15 15 19 19 36.1 3358 69.8W 5.5 50
106.30 236.95
LR 15 20 21.1 EG112. PHASE IDENTIFIEE 2 FOIS
16 L 16 1 26 47.0 EG
17 16 9 11 47.3 528N 1720E 5.5 8
76.11 7.67
LR 16 9 50.6 NG 201.
18 16 18 52 0.8 332N 262E 5.0 33
23.77 129.31
LR 16 19 4.6 NG 93.
19 PN 19 7 1 49.0 VG
20 22 0 23 421 377N 300E 4.9 20
2241 115.81
LR 22 0 35.2 NG66.
21 22 14 5 41.3 10.3S 747N 4.2 95
91.10 255.23
M 22 15 1.2 EG 322.
22 22 14 27 79 560N 1537W 58 33
71.89 347.29
LR 22 15 1.2 EG 29.
23 SEISME INDETERMINE PHASE IDENTIFIEE 2 FOIS
PN 23 1 33 9.0 VG
24 23 0 57 20.8 16.0N 95.0 W 4.6 43
83.51 287.40
LR 23 1 40.1 NG227.
25 23 1 56 388 370N 1076W 55 14
73.78 309.20
M 23 2 36.8 NG-—23.
26 24 1 25 147 1528 1673 E 0.0 111
141.48 27.10
M 24 2 46.8 NG 213.
27 24 7 23 9.7 299N 69.7E 5.6 26
52.15 87.39
S 24 7 39 45.0 EG 3.6
M 24 -7 51.8 EG --1.
SEISME INDETERMINE
28 L 25 4 15 58.0 EG
29 28 4 36 46.1 176S 177.0E 5.5 556
146.26 12.61
PKP2 28 4 55 26.0 VG—2.9
30 28 5 42 16.3 17.1S 1684 E 5.7 23
143.95 26.35
PKP1 28 6 1 54.0 VE 4.1
LR 28 6 58.3 EG531.
M 28 7 1.0 VE 27.
31 28 22 38 13.7 516N 157.0E 5.7 122
75.24 17.18
PCP 28 22 49 52.0 VG-5.9 .
32 29 14 40 305 166N 912N 4.7 33
80.74 284.93
PCP 29 14 52 50.0 VG 1.0
33 30 1 48 47.1 1128 145W 49 33
63.92 200.71
PCP 30 2 0 1.0 VG 6.7 .



ARRAYS

PREDICTED AND OBSERVED SEISMIC EVENT DETECTABILITY
OF THE NORSAR ARRAY

BY
K. A. BERTEUSSEN, EYSTEIN S. HUSEBYE!

INTRODUCTION

A drawback in many types of seismicity investigations is that an
estimate of seismic event detection capability si not available or neglec-
ted. One interesting example here is that observed earthquake activity
is higher during nights than in the daytime (Shimsbomni, 1972)
which most probably reflects dinrnal noise level variations (Flinn
et al., 1972).

Obviously, the event detection capability of an ordinary station
or a seismic array is mainly governed by the noise level at the site. Thus,
in principle it should be possible to estimate the lower magnitude thres-
hold for observable earthquakes for different epicentral distances for a
given seismological observatory when its noise level variations are known.
This problem is the topic of the paper.

METHOD

We have here focused our interest on the event detectability of
the NORSAR array in Norway, and will first dwell briefly on its auto-
mated procedures (Bungum et al, 1971) which define the system’s
operational noise level. The event detector is based on a large number
of signal-to-noise ratio (SN R) tests on around 310 array beams which are

1 NTNF/NORSAR, N2007 Kjeller, Norway.
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deployed in all active seismic regions. For extra noise suppression,i.e.,
in addition to that proportional to the square of the number of array
sensors, recursive bandpass filtering is applied on the beam traces. The
event detection process itself is based on calculations of a short term
(8T A) and long term (LT A) linear power average through sliding windows.

SIGNAL ﬂ ” ’

Fig.1., — Beam, STA, LTA and
STAILTA for earthquake from
Tsinghai, China ; arrival time Jan 27
—3 1970, 10.59. 40.1 filtered 1.0—3.0 Hz.
STA integration time is 1.8 sec and
LTA computation rate is 5/9 Hz.
The short line above the STA/LTA
curve indicates detection state, and
the line crossing the curve is the
threshold.

STA

LTA

"

STA/LTA

Y IS _4—:,'
10 20 30
s—-&

Whenever the ratio between these two parameters on a particular beam
trace exceeds a predefined threshold, a detection is declared (fig. 1).
The mathematical formulation is given in eq (1) and eq (2).

¢

STAW = Z 15()! 1)

i=t—IW +1

LTA({) = (1 — 270y LTA{ — IW) + 270 -STA({l' — IW) @)

where t and t' are STA and LTA sampling times in dsec, 8(¢) is array
beam amplitude, IW = integration window, and the parameter n = 4
or 5. For computational convenience a linedr power detector is used,
while a more common power detector PSTA/PLTA is easily defined
from eq (1), i.e., STA replaced by PSTA and .|8(¢)] by 8(:)?, ete. For
noise and small signals we have STA =< (PSTA)":, an approximation
uged in this paper. .
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The short term average is of special interest when an event is de-
tected. The reason is that the ST A parameter essentially is an estimate
of the square root of the kinetic energy per unit mass of the signal and
thus related to the dominating A/T term in the standard magnitude for-
mula given below

my = log(A/T) + QA, 1) + S (3)

where A = signal amplitude, T = period, ¢( A, ») = depth distance func-
tion for P-waves and S = station constant. It has been shown (IBM,
1967) that the relation between PSTA and (A/T) is of the form

PSTA ~ 7A|T)? 4)

In the case of NORSAR, a direct approximation of the quantity 4/7 can
be obtained as indicated in eq (4) as the instrument velocity transfer fune-
tion is essentially flat in the frequency band 0.7 —4.0 Hz.

The probability of détecting a P-signal with given log A/T and
thereby a specific magnitude value (Felix et al, 1972), ignoring the
Q(A, h) and S terms in eq (3), may be formulated as :

Prob (my) = Prob (20 log A/T > NL + TH + SL) (5)

where ¥L = noise level in dB relative to 1 nanometer at 1 Hz, TH =
= the SN R value in dB to be exceeded before a detection is accepted as
an event, and SL = signal loss during the one-line detector processing.
It should be noted that m, in this kind of analysis always refers to NOR-
SAR P-wave magnitude.

DATA ANALYSIS AND RESULTS

In order to solve equation (5) we must know the cumulative pro-
bability density distributions (PDD) for the above parameters. It is no
problem in the case of the TH parameter as it is a constant having a value
of 11.5 dB in the time interval considered. An estimate of the PDD for
the ST A parameter on an individual beam trace has been obtained from
analysis of 2400 noise samples equivalent to 60 min of data in 6 different
periods in the interval Dec 71 to Apr 72. The results are shown to the left
in figure 2, and it should be noted that the 6 subsamples always within
the 2989, probability interval fell inside the 90 %, confidence limits also



98 K. A. BERTEUSSEN, E. 8. HUSEBYE 4

included in the figure. The given STA distribution passed a lognormal
distribution test at the 0.05 level.

The first NORSAR estimation of the magnitude of a specific event
is the on-line S74 calculation by the event detector. The final magni-

NORSAR P-WAVE MAGNITUDE FOR A=60°

100 ™ [ T

60 OPERATIONAL

THRESHOLD

40

CUMULATIVE PROBABILITY { per cent)

20

i 20 . 0, 40
ARRAY BEAM AMPLITUDE [d8)

Fig.2. — The first or leftmost curve gives the observed cumulative neise distribution.

The second or center curve is obtained by adding the operational threshold parameter of 11.5

dB to the first curve. The rightmost curve is the sum of the center curve and the observed cu-

mulative loss distribution for Zone 1 in table 1. The dotted lines show the 909, confidence inter-
vals of the leftmost and rightmost curves.

tude value is based on the analyst’s measurements of P-wave amplitude
and period after the best possible array beam has been found. In other
words, the difference between log (4/T) and log (8T4), which in this
case is measured on different types of array beams, is an estimate of the
signal losses encountered during the detection processing. In figure 3 log
(STA4) versus log (4/T) for 800 NORSAR recorded events are plotted.
As a rule, ST4 is significantly less than the corresponding A/T value,
which is interpreted in terms of signal energy losses during the on-line
event detection processing. Factors of importance here are the inevitable
smoothing operations in the array software system, linear instead of square
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detector, a finite number of beams deployed (fig. 4), signal incoherency,
travel time anomalies, etc. The sum of the cumulative distribution for
NL, TH and SL is shown to the left of figure 2 where also the correspon-
ding m, magnitude for an epicentral distance of 60 deg is included. The

2.0

LOG (A/T)

-

0

0.0

SN S N T T N T O B O

- =10 0.0 10 20
. LOG (STA)

Fig. 3. — Log A/T wversus log STA after special scaling factors have beenremoved for

800 P-signals recorded in March and May 1972. The ST A values are those measured on the actual

array beam at signal detection, while the A/7T values are those measured by the analyst after
the best possible array beam has been found.

50 and 90 per cent m, probability event detection levels are given by
solid and broken lines.

CONCLUSIONS

As a check of the validity of the procedure we have undertaken a
comparison between predicted and observed event detection capabili-
ties (Bungum, 1972) in terms of NORSAR m, thresholds. The results
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are given in table 1. For the individual regions, the PDD models of the
signal loss parameter SL have been recomputed. In the case of predicted
magnitude levels, the @( A, k) term in eq (3) was given a value correspon-
ding to the average epicentral distance and normal focal depth for the
events located within the respective zones,

45°N
30°
15°

USCGS REPORTED

EARTHQUAKES 1961-66

+

NORSAR BEAMS

(3dB AND 9d8 LOSS

CONTOURS FOR A

12 Hz P-SIGNAL IS

GIVEN FOR ONE

BEAM)
UO

3 0° 75°E
Fig.4. — Earthquake activity and NORSAR beam deployment in the Iran region. It

should be noted that due to special array time delay corrections it is no simple relationship
between beam locations and seismic activity.
(NORSAR magnitude recurrence relation for observed events in zone 8 in table 1).

DISCUSSION

From table 1 it is obvious that the predicted and observed 90 per
cent, cumulative m, event detectability exhibit good similarities, and this
result confirms the validity of the method used. For more details here,
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TABLE 1

Observed and predicted my detectability levels for the NORSAR array

| ZoxE LmviTs OBSERVED ™ | pREDICTED m, LEVELS
' ZONE S
No. -
N (deg) |Dist (deg) NO: O 500, . 909, | No. of events | 450 | ggo
i 1‘ 8 8)|Events ] % \for SL estimates % 7
i . :
1| P-zone 0—360| 30—90 | 1555 | 3.57 | 4.03 548 3.63 | 4.01
2 | Atlantic | 180—260| 39-90 | 88 | 3.64 | 4.26 13 3.69 | 4.23
3 | N. America | 260—340] 40—90 | 114 | 3.72 | 4.06 98 3.66 | 4.05
4 | Aleutian Is.| 340—15 | 30—90 | 131 | 3.40 | 3.90 17 362 | 3.95
5 | Japan 15—70 | 50—90 | 738 | 3.66 | 4.07 236 3.61 | 3.95
6 | C. Asia 40—110] 30—90 | 211 | 3.21 | 3.60 58 3.45 | 3.87
7 | Tran (1) | 110—180] 30—90 | 262 | 3.45 | 3.80 38 351 | 3.88
8| Iran (2) | 110—130, 35—50 | 188 | 3.42 | 3.78 31 3.49 | 3.83

Nofe: The observational data (Bun gum, 1972) covers the interval Feb— June 1972

we refer to a forthcoming paper by Berteussen, Husebye The
above approach may be adapted to the problem of predicting event de-
tection thresholds for conventional seismograph stations. In this case
we also have to define the operational noise level, try to estimate the thre-
shold of the subjective analyst event detection procedure and finally
replace the SL parameter with a regionalized station sensitivity parameter.
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ON-LINE EVENT DETECTION USING A GLOBAL
SEISMOLOGICAL NETWORK
BY
EYSTEIN S. HUSEBYE, F. RINGDAL, J. FYEN!?

Abstraet

Joint processing of seismic P-wave data from the global seismological network has in general
been considered impossible due to lack of signal coherency. However, replacing the P-waves with
Lheir envelopes will theoretically give high signal similarily, and this has been confirmed by ana-
lysis of 2 earthquakes and 1 explosion as recorded by WISSN stations. Average signal cross-
correlation coefficients were around 0.75. Moreover, global envelope beamforming processing is
discussed as a method to improve seismic event detectability and the importance of the approxi-
mately—lognormal P-amplitude probability distribution across the network is demonstrated.

INTRODUCTION

The characteristic feature of a seismic array is real-time prccessing
of data from a large number of sensors organized in a certain pattern on the
surface of the earth. The principal aim of array operation is suppression
of unwanted noise and at the same time preserving the seismic signals of
interest. To achieve the above goal, the noise at different sentors should
be independent random processes and the signals should be approxi-
mately identical across the array. As is well known, when sensor separa-
tion increases, the signal similarity, in general, decreases. The conse-
quence here is that when processing signals from a continental array or
the global seismological network, the signal suppressicn is approximately
equal to the noise suppression, resulting in a processing gain close to zero.
One possible way to circumvent this problem mijght be to replace the

1 NTNF/NORSAR, Post Box 51. N—2007 Kjeller, Norway.
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individual signal trace by its envelope as we intuitively should expect
this kind of signals to exhijbit a large degree of signal similarity indepen-
dent of sensor separation, seismometer type, ete. The topic of this report
is to discuss the feasibility of multiarray analysis through simultaneous
processing of signal envelopes from the global seismological network.

P-SIGNAL ENVELOPES AND DATA ANALYSIS

For certain rather simple signal models it is fairly easy to deduect
the relationship between the signal and its envelope., Let us assume that
he wave profile is split into an infinite number of harmonic waves of
the type

exp| 2 wi (kx — vb)| 1)

where % is wave number, v is wave velocity, « is distance and ? is time.
The amplitudes of these component waves are asstuned to have a Gaus-
sian distribution, i.e.,

a(k) = A-exp[(k — ky)?*- o] (2)

In this case the envelope Y of the so-called Gaussian wave packet would
be for non-dispersive signals (Coulsomn, 1961)

Y = A- (/o) 2 exp[— wt (x —vl}2/o] ®

If we define the half-width of the envelope as the value (x—wot) that re-
duces the amplitude to 1/e times its maximum value, it would then be
(¢'?) /= for the wave packet considered. As the signal envelope shape is
a function of only o or signal spectral bandwidth we would expect high
similarities between short peripd P wave envelopes even if the signal
waveforms are uncorrelated.

It has been verified, using the Kolmogorov-Smirnov test on norma-
lity, that the above model is nat unreasonable for deseribing the domi-
nant part of P-signal spectra. However, the straightforward way of chec-
king P-wave envelope similarity is to perform correlation and coherency
analysis of digitized seismic signals recorded by WWSSN stations around
the world. This has been done for two earthquakes, Chile 12/20/66 and
Solomon Islands 08/20/66, and the Greeley nuclear explosion in Nevada
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12/20/66. In figure 1 some of the P-signal and envelope traces for the
Chilean event are shown. It should be noted that in this analysis the

envelopes have been defined as the average of absolute P-signal amplitudes
in a window of 1.5 s length and using a sampling rate of 0.1 s. The average

/\\ ATL. [A=5%,A,=339°] '
2 , CHG [A=1639 Ay =99°]

DUG [A= 779, Az=342°]

W

BKS [A=82,Az=316°]
SN —

VAL [A=87°,AZz=30°]
\I\/V\AM/\/\'\/\IW-W/ Fig.1. — P-signal and envelope traces for an ear

. o thquake in Chile 12/20/66 and recorded by globally
POO[A=140% Az=87°1  gistributed WIWSSN stations. Distance and epicen-

W ter azimuth are given in the figure.
STU [A=95° Az =40°]
WW

SBA[A=76° Az=180°]

WIN [A=73°, A;=108°]
@105 ———=]

cross-correlation values for all paired envelope combinations for the men-

tioned events are presented in figure 2 as a function of station separation.

A more extensive check on signal envelope similarities was obtained by

comparing P-wave envelopes calculated from 20 different earthquakes
recorded by the NORSAR array. These events occurred in the interval
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Feb-June 1972 and the epicentral distance range was 3—145 deg. Also
power spectra of P-signal and noise envelopes have been computed, and
are displayed in figure 3. A brief summary of the results of the above
analysis is as follows:

1.0 T ] i l i l 1 ]' T ’ T
A A A A A A A A A
Q
Z 0814 A (2 -
[(_2_ & oA $ o N oA
j - o © o  O-
2 ° ’ ° e
e 0.6 + —
Q
O o A
G
< 0.4+ © CHILE, 12/20/65 s A SOLOMON ISL. 08/28/66
ﬁ:J (WWSSN]) (WWSSN)
<>£ o NEVADA 12/20/66 A TIBET 03/15/72 1
(WWSSN) (NORSAR)
0.2+ -
0.0 B T T O IS N S
0 20 40 50 80 100 120
STATION SEPARATION (deg)
Fig.2. — Average of cross-correlation values for all paired station combinations as a fune-

tion of station separation. When A>120° the distance separation is set equal to 120°. For the
NORSAR recorded event, the station separations are in km. Time window length was 12,

a) The average envalope correlation coefficient for all station com-
binations is approximately 0.75. Similar values were obtained for the com-
bination of the 20 different NORSAR recorded events. The corresponding
value for the unmodified P-signals was around 0.3.

b) Typical values for envelops coherency were around 0.75 units
and decreased slowly with increasing frequencies,

¢) The noise and signal envelope spectra contain relatively much
low frequency energy and have roughly identical shapes. This means
that the envelope traces of short periodic signals have a resolutjon in fre-
quency-wavenumber space which is not unlike that of surface waves and
long period P and S waves,
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d) The spectral shape similarity between noise and signal envelo-
pes makes it difficult to obtain signal-to-noise ratio (SN E) improvements
by bandpass filtering. However, substantial SNIE gains are possible by
prefiltering the original P-wave traces as expected from eq (2) and this
has also been verified experimentally (Felix et al, 1972),

'\ SIGNAL NOISE

REL. POWER SPECTRA (unit 10 dB)

1 1111UJJ‘ Laa g o bl ‘MMU

0.1 10 10, 01 10 10.
FREQUENCY (Hz)

Fig. 3. — Relative signal and noise envelope spectra for WIN (S.W. Africa) and POO
(India) for an earthquake in Chile 12/20/66. A spectral window length of 20 s was uscd.

So far we have demonstrated that the signal envelopes exhibit sufficient
signal similarity so that an ensemble of such stations might be considered
a continental or global array. The main advantage of such a system would
be to improve the global seismic event detectability based on array de-
tection processing on envelope beams. An example of the response pattern
for a global network comprising 19 WWSSN stations for the Greeley
nuclear explosion is shown in figure 4. In principle, array beamforming is
a very simple operation, namely, to add a number of signals which have
been properly lined up by using a standard travel time table and certain
time correction files. The latter is not very important for envelope sig-
nals due to the relatively long periodic nature of these waves. The main
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question when considering the potential of the global network is the pos-
sible gain in seismic event detectability and whether this kind of proces-
sing is technically feasible, and we will try to answer both of these ques-

tions.
4
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Fig.4. — Response pattern for the Greeley nuclear explosion in Nevada 12/20/1966

based on envelope traces for 19 WWSSN stations.

EVENT DETECTABILITY USING P-SIGNAL EXNVELCPES

Beamforming processing on envelope traces dees not give any
noise suppression, and thus dees not enhance the signal-to-noise ratio
(SN E). However, the envelope beam exhijbits a noise variance which is
reduced by a factor of N (= no. of sensors) from the single sensor level,
so that the event detectability is improved by a factor of } N. For more
details, sce Ringdal et al®

2Ringdal F,, Husebye E. S, Dahle A. Event detection problems using a
partially coherent seismic array. 1972. NORSAR — Techn, Rep. 45, NTNF/NORSAR, Kjeller.
Norway (in press).
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Actually, it is possible to have additional pseudo gains in detecta-
bility for envelope processing, and two ways are pointed out here. The first
is to provide P-wave noise suppression by bandpass filtering, as mentio-
ned above. Another gain factor is to restrict the global network to excep-

e e s B m
C ol CONSTANT ]
— AMPLITUDE
[aa 8 |
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=
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2 10+ LONG SHOT
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= 5 4 EVENTS -
<
O 44 —
Uj - 7\ -
o

21 NOAA .

- 4LEVENTS -
} } 1 ! ] ] L ]
0 4 8 12 16 20 24
NO OF STATIONS
Fig.5. — Gain in event detectability relative to the station having the largest ampliiude.

E q (4) was used, and the noise level was taken as a constant. The NORSAR and NOAA events
used in analysis, were picked randomly from their respective bulletins.

tionally good stations, thus working on the tail of the signal amplitude
probability distribution. From theoretical considerations we should expect
the signal amplitude distribution across a number of stations to be log-
normal and this hypothesis has been supported by relevant data analysis 3.
Using this model and estimating the parameters involved, it is possible
to theoretically predict the cost/performance trade-off regarding the
number of stations required for optimum event detectability.

The importance of the statistical amplitude variations of P-waves
in the teleseismic range 30—90° using data from NOAA, NORSAR and
Long Shot (Lambert et al, 1969) is demonstrated in figure 5. Here,

2 Op. cil, p. 2.
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the seismic stations were ranked according to their amplitude value for
the event in question, and detectability D(n) was computed using the n
best stations as follows:

n n
Dy =Vn- Y 4 — N Y N *
i=1 i=1

where 4, is maximum signal envelope amplitude and N, is average noise
envelope amplitude for the station with rank <.

It is very interesting to note that the number of stations actually
needed for optimum event detectability in a given seismic region is re-
markably few, as around 8—16 stations are required for ensuring maxi-
mum envelope processing gain for all practical purposes. However, for
global seismicity coverage many more stations are required due to intrin-
sic amplitude variations. A typical example here is the NORSAR array
where the signal amplitudes for one subarray may be consistently large
for one region and poor for another region as shown in figure 6. Correspon-

o KAMCHATKA, ® JAPAN, +|RAN

I I D L L L
221 ]
- 3 . } T o 4
181 . o | ® ® . . - A
o | ' + 3 I . | ] Fig. 6. — NORSAR subarray amp.lltuc.le
E cp;| i . ranking for earthquakes occurring in
= 14+ ° é? 1 . — the Kamchatka, Japan and Iranregions.
o L ? H ° 4 The number of events used in analysis
= ® l ¢ was 21, 16 and 10 respectively. In each
& 10-—‘{ ;. ° ] 7] case the Kendall rank correlation test
é -0 . J ] 1 (Siegel, 1956) gave highly significant
? gt ] el L results.
I i e > 4 * ]
2+ I l 4 —
I N Sl R ST R R
2 6 10 14 18 22

NORSAR SUBARRAY NUMBER

ding relations apply to the global network (fig. 7), and the best detecta-
bility performance is almost exclusively restricted to small arrays like
UBO, TFO, WMO, BMO, LHN and the LF4 subarray in LASA. These
results were based on Japanese earthquakes and using data published by
ISC for the year 1968.
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FEASIBILITY OF GLOBAL NETWORK ENVELOPE PROCESSING

It is difficult to five quantitative values for the potential improve-
ment in event detectability on a global basis as noise suppression due to
bandpass filtering and relative station amplitude excitation information
are not easily obtainable. However, the essential feature of envelope

200——T1———
< —— N=183 B
' ]00__ mbs. 50 -
w - -
ul L J
x - -y
= I BT ]
Fig. 7. — No. of stations in the global network l:eporting ,__% 504 52smMy=5.6 |
earthquakes occurring in the Japan region during 1968. o4 L ]
The parameter N gives the total no. of events within each ﬁﬂ
magnitude interval. The data used was taken from ISC % - :
bulletin files. o |
=z
20+ -
== N=14+3
T3S
10-4—— 1 ] 1 1

STA. REPORTING

processing as outlined above is a net gain in event detectability when the
number of seismic stations considered increases. This is contrary to pre-
viously proposed multiarray processing schemes or global network ana-
lysis where the final event detectability is taken as a function of the in-
dividual station event detection probabilities (Anonymous, 1969;
Witham, 1972), In such cases it is difficult to have significant im-
provements beyond that of the most sensitive station in the network
considered.

Finally, we should like to forward some comments on the technjcal
implications of real-time multiarray processing. First of all, restricting
the network processing to envelope traces means that & 2 or 1 Hz sampling
rate would be sufficient. Data transmission to a common processing cen-
ter could thus easily be achieved as a standard telephone line can handle
at least 75 envelope traces, At present, the large aperture arrays ALPA,
(Alaska,) LASA. (Montana) and NORSAR (Norway) are exchanging sejs-
mic data in real time via the telephone network and a communications
satellite. It would be feasible within a global seismic network as outlined
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above to include the envelopes of the 300 array beams deployed at LASA
and NORSAR as single, highly sensitive channels. These beams could
then be combined with traces from single stations or smaller arrays in
the subsequent joint envelope beamforming. Due to the small sampling
rate and relatively long periodic nature of the signal envelopes, a small
computer could handle the required deteetion processing, including
deployment of a few thousand beams required for adequate coverage of
all seismic regions.
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EVENT DETECTION PROBLEMS USING A PARTIALLY
COHERENT SEISMIC ARRAY
BY
F. RINGDAL, EYSTEIN S. HUSEBYE, A. DAHLE?

Abstraet

Seismic event detection by conventional beamforming does not always produce good results
for a large aperture seismic array. This may be due to poor signal coherency or beamforming loss
by missteering. An ,,incoherent beamforming detector’ is described in this paper as a method to
improve array detectabilityin such cases. This detector, which essentially consists of beamforming
on P-wave envelopes, has been implemented in the NORSAR processing system and relevant re-
sults are presented and discussed in this paper. The incoherent detector is shown to be superior
to the conventional in detecting near regional events and underground explosions. The statistical
distributicn of signal amplitudes across a network of sensors is found to be lognormal. Impiica-
tions of this factor on event detectability by conventional and incoherent beamforming are dis-
cussed.

INTRODUCTION

The continuous operation of a large aperture seismic array requi-
res a device for automatically detecting incoming signals generated by
earthquakes and underground explosions. The obvious reason for this is
the large number of beams that must be deployed to ensure adequate
surveillance of the global seismic activity. The individual array beams,
which are essentially phased sums of single sensor traces, have to be mo-
nitored continuously to identify possible arrivals of seismic wave energy.

The main problem encountered when designing an automaticeventg
detector is to maximize signal-to-noise ratio (SNRE) for seismic signals.

1 NTNF/NORSAR, N—2007 Kjeller, Norway.
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relative to the variability of the seismic noise. Several factors have to be
considered to achieve this goal. Bandpass filtering makes it possible
for the detector to operate in that part of the frequency domain where
SNR is best in average. For individual sensor traces at NORSAR, this
is known to occur at fairly high frequencies, i.e., around 2 Hz. The varia-
bility of the seismic noise, and thereby the false alarm probability, has
been shown by Lacoss (1972) to be lowest for high filter frequency.
On the other hand, array beamforming loss increases sharply with increa-
sing signal frequency, thus necessitating a trade-off between the above
factors to improve array detectability. Another factor complicating the
array response is the large signal amplitude variations between sensors
which in extreme cases may reach a factor of 20. Typically, a few sensors
may be consistently good for events in one seismic area, but consistently
poor for other regions.

The purpose of this paper is to discuss some topics relevant to seis-
mic array event detection. In particular we want to present results from
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the ,jincoherent beamforming detector” implemented at the NORSAR
data center by NTNF personnel in 1972, This detector, which was firsg
suggested by Felix et al. (1972), consists in principle of forming the
so-called incoherent array beams by adding together envelopes of su-
barray beams after proper time delays have been introduced (fig. 1).
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We also investigate theoretically the statistical amplitude distribution
across @& seismic array, and present some implications of this factor for
the event detectability.

In Section 2 event detectors will be discussed in general, while Sec-
tion 3 deals more closely with the relationship between coherent and in-
coherent beams. A seismic event detectability comparison is worked oug
in Section 4. In Section 5 a theoretical explanation of the observed log-
normal signal amplitude distribution across a network of sensors is given.
Finally, relevant data analysis is presented.in Section 6 to test the theo-
retical models described previously on real seismic signal data. Section
7 gives a brief discussion of the obtained results.

EVENT DETECTOR DESIGN

The fundamental characteristics of an array is its capability of
suppressing ambient noise by beamforming. In practice, a sensor spacing
of minimum 3—4 km and an array diameter of up to a few hundred kilo-
meters ensures uncorrelated noise between sensors while retaining rea-
sonable signal coherency across the array. The NORSAR array has been
constructed according to this principle. For a more detailed description
of the NORSAR hardware and software, we refer to Bungum et al.
(1971).

The event detector implemented by IBM personnel is a conventio-
nal beamforming detector, deploying around 300 array beams in real
time, Prior to the beamforming, all sensors have been bandpass filtered
for additional noise suppression. A near-continuous signal-to-noise ratio
test is applied to each individual beam, the signal and noise estimates
being based on rectified and averaged amplitudes. In the follow-
ing, these estimates have been denoted short term average and (S74) long
term average (LT A) respectively. Theoretically, a detector using signal
power estimates should be superior to the linear detector, but the prac-
tical difference between the two methods appears to be insignificant?.

Mathematically, the array beamforming may be formulated as
follows :

.
ABg(l) = E S;t— =) 1)

i=1

2 Berteussen K. A. Seismic event detection problems with special reference to the
NORSAR array. 1972. Thesis, Bergen University, Bergen, Norway.
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where §;(t) is the filtered seismometer trace and «; is the appropriate
beamforming time delay, ¢ =1, 2, ... N.
The short term beam average ST A, is then computed as follows

nr
STAc () = 2‘, JABg(t — i + 1)§ ()
f=1

where IW is integration window in deciseconds, typically 15.
The principle of the incoherent detector is to invert the sequence
of beamforming and rectification. Mathematically :

N

AB (O =¥ 15— =) 3)
=1
Iw
STA[) = ¥ AB; (L— i+ 1) 4)
i=1

in the NORSAR on-line system, array beamforming has been imple-
mented as a two-step process, the first step being subarray beamforming
for each of the 22 subarrays. Signal coherency across a subarray is in
general much better than between subarrays. As is shown in Section 3,
the incoherent beamforming method is superior to convengional beam-
forming only if signal coherency is poor. Consequently, it was decided
to implement an incoherent detector based on rectified subarray beams
rather than single sensor traces in the NORSAR Detection Processor.

The incoherent beamforming method is able to take advantage of
high SN E in high frequency bands observed at NORSAR. In the initial
implementation, a 1.6 —3.2 Hz bandpass filter was used in connection
with this method, while the conventional beamforming filter was 1.2 —
—3.2 Hz at the time.

Several other detectors have been developed for seismic arrays,
but lie outside the scope of this article. We restrict ourselves to briefly
mentioning the Fisher detector which was first suggested by Melton
and B ailey (1957). The operating principle of this degector is to
substract each signal trace from the beam, and then divide the beam
power with the average power of all such differences. This detector has
a well-known statistical distribution, and has been demonstrated in an



5 EVENT DETECTION PROBLEMS 117

operational mode 3. The Fisher detector requires coherent signals across
the array and well-equalized amplitude responses between sensors for op-
timum performance.

It should finally be noted that in many cases sophisticated detec-
tion algorithms amy be simply ruled out in the design of real-life detec-
tors. This may be due to computer processing limitations, or because the
detector may be too sensitive to deviations from the theoretical model.

COHERENT AND INCOHERENT BEAMFORMING

In this section we will study the relationship between signal-to-
noise ratios for the coherent and incoherent beams. Suppose n channels
are avajlable for the beamforming process. The time series may e.g.be
filtered seismometer traces, filtered subarray beams or a combinatjon.
During noise conditions the channels are assumed to be independent, sta-
tionary Gaussian processes I¥,(t), ¢ = 1, ..., n. The occurrence of a seis-
mic signal implies an additional term 8;(¢) to be added to each channel.
We assume also that the S,(¢) are Gaussian processes of short duration.

The signal-to-noise ratios SN E, and SN RE; for coherent and inco-
herent beams respectively are defined as the quotients between a shorg
term average (S7A) and long term average (LTA) for the beams. The
STA and LTA are calculated by averaging the rectified beams over short
(typically 1.5 seconds) and long (typically 30 seconds) periods of time. A
detection is declared if SN R, or SN E; exceed predefined thresholds, Note
that SNR; and SN R, are well defined whether or not a seismic signal
is present. We will now develop the relationship between SNR; and SNE,
a seismic signal occurs and assume that

STA (S; + Ny) = ¢ 6(S; + N)) i=1,...,n %)

LTA(N;) =c- (N i=1,...,n

where o denotes the standard deviation of the Gaussian process and
¢ is a constant. For simplicity, the time variable in Sy(f) and N,(f) has
been omitted. Note that (5) is a reasonable assumption since E(|X]) is
proportional to ¢ when X is Gaussian (0, o).

3 Edwards J.P.,,BennoS. A,Creasey G.Evaluation of the CPO auxiliary
processor. 1967. CPO Spec. Rep. No.5, Texas Instrument Sci, Serv. Div., Dallas, Texas, U.S.A.
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In tbe coherent case this yields:

STA(

(Si + N.-)) c( Y i+ N;-))
i=1 — i —

(5] o5

()]

n

i

= 1+_..."_=_____

o (ZN")
t=1

Since noise is independent, between channels :

SNRg =

(6)

s

o2
o

52(2 N,,) = 2 6% (N;)
i=1

i=1

For the signal we will introduce a parameter ¢ by setting

c(gls‘-) =V{-§c(si) 7

The variable ¢ lies between 0 and 1, and depends upon signal coherency
as well as sampling loss and channel misalignmens. If sampling and align-
ment losses can be disregarded, ¢ is related to the average signal cross-
correlation o through the standard gain formula for seismic arrays :

1 1
:__+(1___)p ®
n

n

By combining eq. (5), (6) and (7) the result is

j

SNRp=[1+¢- =1

2

4

3

2 \Yy
VsTa? - LTA“;)

n

o
Z LTAj
i=1

it

()]

where LTA; = LTA(N;) and STA; = STA(S; + Nj).
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In the simplified case that all LTA; = LTA and all STA,=S8TA4.
¢=1,...,n, eq. (9) reduces to:

ST 2 1/2
SNRg = [1 -+ n-q((—L A) — 1)] (10)
TA

For incoherent beamforming, the loss due to signal incoherency and misa-
lignment is assumed to be negligible, and we may then write :

n n
SNRy = ¥ STAy/ LTA; or SNRy = STAJLTA 11
i 1

i=1 i=1

in the simplified case considered above.
A combination of eq (10) and eq (11) gives:

SNRg = [1 + n- q(SNR} — 1)}z (12)

Thus we have developed a relationship between coherent and incohereng
signal-to-noise ratio, assuming that identical bandpass filters are being
used and that all sensors are well equalized.

DETECTABILITY CONSIDERATIONS

A theoretical comparison between Receiver Operating Characteris-
ties (ROC) for the two beamforming methods requires a knowledge of
the statistical distributions of ST7'4, and ST/4; during noise conditions.
Experimentally, it seems reasonable to assume that ST A of either a single
channel or a coherent beam is lognormally distributed, i.e., log ST4 is
a Ganssian random variable (Lacoss, 1972). STA; may therefore be
considered lognormal. However, in the incoherent case, we have to con-
sider a sum of independent (lognormal) variables, and by the Central
Limit Theorem, ST'4; will approach a Gaussian distribution as the num-
ber of channels (n) becomes large.

As a first order approximation to a ROC evaluation, we will con-
sider the ,,normalized” variables :

Xy = [STA; — E(STAp]/o(STAy) and

Xo= [STA¢ — E(STAG)]/s(STAQ) (13)
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o and E denote the statistical standard deviation and expectation of the
time series STA, and STA; during stationary noise conditions.

For a given seismic event, the values of X, and X, will then tell
how ,,well”” the event can be detected by the two methods.
It is not difficult to see that :

(STA() Y. ST

(14)
E(STAQ) E(STAp)

In other words, the incoherent beam suppresses ,,noise variability” by
a factor [/n, while the coherent beam of course suppresses ,,noise level”
by Vn.

Setting STA;/E(STA,;) = SNR; and STA./E(8TA;) = SNR; and
combining expressions (13) and (14) with expressions (10) and (11)
we obtain :

; 14 2
_Xo _ . ym. Vi + (SNRg — 1)ing

R (15)
X 1 4+ SNR¢
5 i ] T ] T T T
4 —]
q=1.0
I
Y | .
> <—THRESHOLD ]
= ! <
=
a
<
—
O
w
—
w
o
i
w
@
, [
0 I Iy | L I ]
1 3 5 7 9
SNR ON COHERENT BEAMS ’
Fig. 2. — Scismic ecvent detectability comparison between coherent and incoherent array

heams as defined in eq (15). Only for small g-values will incoherent beamforming be superior to
coherent beamforming.

The ratio R is sketched in figure 2 for n = 22 and different values
of ¢. From this figure it can be seen that unless ¢ is very small, the conven-
tional beamforming has a better detectability for small events. Even with
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g = 0.5 the coherent detector is better for events close to the NORHAFR
false alarm threshold (SNE, 3.5 to 4.0). Thus only in cases of poor signal
coherency, the incoherent detector can be expected to contribute to an
array’s theoretical detection capability. In practical operation, however,
the narrow main lobes of the coherent array beams makes the conven-
tional beamforming vulnerable to loss due to missteering. In should be
noted that the main advantage of incoherent beamforming is its good
areal coverage due to the relatively long periodic nature of the envelope
traces (fig. 1). Thus in an operational environment, where only a limited
number of beams may be deployed, the picture will turn out to be greatly
more favorable to incoherent beamforming than indicated from the theo-
retical model.

AMPLITUDE DISTRIBUTION

Seismic recordings by laterally distributed seismometers from an
arbitrary event show a substantial scatter in P-wave amplitudes. It is
reasonable to assume that the size of a specific signal amplitude is tied
to the ray path from focus to the sensor site. In this respect we may con-
sider the geological structures that a ray ,,sees’ as a layered earth model
consisting of N discontinuities. When traversing the ¢-th interface, the
signals will be modified by a transmission coefficient E; of which a first
order approximation may be expressed as:

B=1 - B L (16)
I{i -:— I‘i

where K, and L, are functions of the angle of incidence, velocity and den-
sity contrasts at the i-th discontinuity. The corresponding amplitude
modulation effect is:

Ay = B;A;— amn
The above arguimment leads to the expression
A= Ry-Ry—;... Ri4, (18)

where 4 = Ay is the observed amplitude. Thus, the reconstruction of
an observed P-wave amplitude might be regarded as the joint, multi-
plicative effect of N mutually independent causes, acting in an ordered
sequence and depending on the geological structures encountered along
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the ray path. If signals from a seismic event are received at several sta-
tions, a set of such transmission coefficients R; will apply to each recei-
ving site. For each discontinuity surface, the corresponding transmission
eoefficient for each station is considered as a random value drawn from
some common probability distribution characterized by the ray paths
and the geological conditions at the boundary. Sufficient station separa-
tion will ensure that these values are statistically independent.
Taking the logarithm on both sides of (18) gives:

log A =log Ry -+log Ry—,;-+ ...log R, +log A, (19)

N
= Z log R; + log 4,
i=1 .

The right hand side of (19) is now a sum of independent variables, and
considering N a large number, we infer by the Central Limit Theorem
that log 4 is normally distributed. If log A is normally distributed (m,

6), it is easily seen that the variable. A itself has the probability density
function

_(log A —my?

1 1 2 A>0
e ——
A cV2n
0 A0 (20)
1.0+
LOGNORMAL (1.8, 0.69)
OBSERVED AMPLITUDE
> 089 DISTRIBUTION
% NORMAL (1.0, 057}
% -
Lé,J 06+ /// \ /
> /
g / \
E 0.4+ 7
<
o /
2
o 0.2-7/
A
Pt
| e ) ] s
-1.0 0.0 1.0 2.0 3.0
REL. AMPLITUDE
Fig.3. — Observed positive amplitude distribution for an Aleutian Island earthquake with

a 1.4—3.8 Hz filter (Event No. 2 in table 4). The normal and lognormal distribution functions
estimated from the observed sample mean and variance are also shown.
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Purposely, the above discussion is tied to short periodic P-waves in the
teleseismic range as such signals are likely to ,,see’” many more disconti-
nuities than long periodic P and § waves. Moreover, attenuation and
geometrical spreading effects were ignored in view of the wave type
considered. In short, observed P-wave amplitudes across a global seismic
network or a large array like LASA or NORSAR are expected to be log-
normal. In figure 3 the actual amplitude distribution across the NORSAR
array for a typical seismic event is shown, together with normal and log-
normal frequency functions fitted to the observed data.

DATA ANALYSIS

The on-line implementation of the incoherent beamformer at NOR-
SAR early in 1972 made it possible to monitor closely the performance
of this detector over an extended period of time. To verify the relation-

8 T I T T T I 7 '
I
}-THRESHOLD
6— |
|
L I 7=5, m=4.6
- I 1 n=5, m=44
n
N St
uDJ | n=10, m=4.4
> l n=7, m=4.4
w = -
(] |
a
o ]
2} _
o =8,m=39 ~ T ypREsHoLD
- I -
I
Ll ] L ] 1 | ] . |
0 6 12 18 24 30

OBSERVED SNR¢

Fig. 4. — A comparison of SNR values on the coherent and incoherent arraybeams as
reported by the NORSAR on-line event detector. The 81 earthquakes analyzed occurred in the
Japan, Kurile Is., Kamchatka and Aleutian Is. regions in the interval Jan-Mar 1972. Altogether
30 coherent and 3 incoherent array beams were deployed in the above regions, using a 1.2—3.2
Hz bandpass filter. In the figure n is the number of events within a certain SNR; interval
while m is the corresponding average of NORSAR observed P-wave magnitudes for the n events.
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ship between signal-to-noise ratios for colerent and incoherent beams de-
veloped in Section 3, 81 small and medium size events from the Kamchatka
region were selected. A 1.2—3.2 Hz bandpass filter was used for prefil-
tering of both types of beam traces. The signal-to-noise ratios for these
events as determined by the Detection Processor are shown in figure 4.

o INCOHERENT (N=45), oCOHERENT (N=5)

T T T Y T 420N
L [ L 1 .=
oo ] Fig. 5. — Events reported in the final
i~ ".‘:: °: b @ ® NORSAR bulletin which were detected
[ ] .
— e0o 000 —39 by either the coherent of the incoherent
2 .o:oo: o0 _ detector, but not by both. The time
®e period covered is Sept16-Nov 15,1972,
= 2e¢ o 7] and typical SNR detection thresholds
- oce o —36 were 3.6 (coherent) and 1.6 (incoherent).
| e o s | The figure shows detection performance
in the Mediterranean area.
! [ e | ! 1 33
18 22 26 30°E

It appears that the observed data fit the theoretical model reasonably
well. The low ¢ values implied from the above figure are mainly caused
by the distance separation between the prefixed beam locations and more
randomly distributed event loeations.

A full-scale incoherent beamforming processor, with a 1.6—3.2 Hz
filter, was implemented in the NORSAR Detection and Event Processing
system from 16 Sept 1972. This was done while retaining the conventio-
nal beamforming detector, which is operated with a 1.2—3.2 Hz filter.

Results from the first two months of parallel operation are presen-
ted in figures 5—7, and relevant comments are as follows :

Incoherent beamforming event detection is definitely superior to
that of conventional beamforming in the Mediterranean area. This is
the case in Western Russia as well, where the conventional beam coverage
is poor and the events detected are probably explosions. Also in the Pakis-
tan-Afghanistan region incoherent beams show a better performance. Else-
where, conventional beamforming, generally, seems to be superior. As to
the total number of events detected by the two detectors, regionalization
is again instructive as demonstrated in table 1. Coherent beamforming
shows the best performance as expected (see Section 4), but this advan-
tage disappears when only high quality events are considered. Here,
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,»high quality events’ refers to clean signal arrivals and des not necessa-
rily imply high SNE values.

To verify whether the signal amplitude distribution among NORSAR
sensors is consistent with the theory developed in Section 5, 9 different
events were analyzed (tab. 2). For each event, the largest positive and ne-

® INCOHERENT {N=41), oCOHERENT (N=28}
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Asia. % o
sia ° LR ° o ° L
o (] °
I —{30
o 4 e o
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gative amplitude values were extracted for each individual short period
sensor. The amplitude data was then subjected to a statistical analysis
performed by a Kolmogorov-Smirnov limiting distribution test. A spe-
cified theoretical distribution function being the hypothesis, the maximum
difference D between the empirical and theoretical cumulative distribution

© INCOHERENT (N=7}, oCOHERENT (N=40)
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Fig. 7. — Same as figure 5, but covers the Aleutian-Kurile-Kamchatka-Japan area.
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TABLE 1
Evenis reporled in the NORSAR seismic bullelin (16 Sep—15 Nov 1972)

T EVENTS - < |COH. BF|INC, BF |
No.,  ZONE Name Total %?11“' ff’é\r‘ﬂc OFCOR&INC | " rotal | Total |
| No. |Omy No.iOnly No.j o. No. % | No. 9 ’
} !
1 [ Greece/Turkey 17 5 435 I 67 72 62 1 112 96 |
2 | USSR/Cent. Asia 194, 28 ;41 | 125 153 79 | 166 86
3 | Japan/Kam./Aleu. 168 ' 40 | 7 121 161 96 | 128 76 |
4 | USA/Cent. America 61 | 31 | 1 [ 32 63 9 33 51 j
5 | Global I 1038 212 | 133 663 905 87 | 796 77
(All Events) | |
6 | Global II J
(High Quality 546 21 25 497 521 95 | 522 95
Events) |
i

Nole: The table gives the total number and percent of events detected in different regions
by the coherent and incoherent beamforming as well as the number of events detected
only by one of these detectors.

TABLE 2

Events used for analysis of sensor amplitude distribution

i :
EVENT DATE ORIGIN LATITUDE | LONGITU |
‘ TIME .02 - : :
NO. 1972 (h min s) deg DEdeg | Mz | REGION
|
1 12 Aug 09 42 00 50.3N  177.8W 5.6 | Aleutians
2 28 Aug 15 20 54 50.2 N ; 178.1 W 5.3 | Aleutians
3 03 Jan 06 36 44 52.3N | 1584 E 5.0 | Kamchatka
4 24 Mar 22 56 18 51.7 N ! 158.8 E 5.0 | Kamchatka
5 28 Mar 04 21 45 48.2 N 804 E 5.1 Kazakh
6 05 Apr 05 36 57 41.5 N 142.3 E 5.3 Japan
7 11 May 00 44 54 42.2 N 1439 E 5.6 | Japan
8 31 Mar 02 58 19 381 N 21.8 E 4.7 | Greece
9 11 Apr 02 21 12 0.3 N 29.3 W 6.0 | C. Mid-Atlantic
Ridge

Nole: All epicenter parameters are as reported in the NORSAR seismic bulletin.

function was computed. The statistic Z = }u D, where n is sample size,
was used as a test value. Finally, the probability P, of doing an error
when rejecting the hypothesis was estimated. The theoretical distribu-
tions under consideration were : The normal (Gaussian), lognormal and
exponential probability functions. Tables 3 and 4 give the scores obtained
for the events listed in table 2. Filters of 1.0—3.4 Hz and 1.4—3.8 Hz
respectively were applied to the sensor traces prior to the amplitude mea-
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surements. The expectation and variance parameters required in the
above hypothesis test, were estimated from the test sample and thus
introduce a small positive bias in the calculated significance levels (Li11i e-
fors, 1967). However, this effect would be partly eliminated if we res-
trict ourselves to a comparative analysis of test values.
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Fig. 8. — Gain in detectability (dB) as function of N when the N besl sensors are selec”

led for beamnforming (coherent and incoherent). Observed NORSAR amplitudes (120 sensors)
for event no. 7 in table 2 were nsed. Actual beamforming was not performed, instead eq (9) (with
q = 0.8) and eq. (11) were used for detectability computations.

It should be noticed that the Kolmogorov-Smirnov test is notvery
stable for the small sample size used here. This is obvious from the great
differences between the scores for positive and negative amplitude values,
and has also been found when applying the test to samples of data
whose distribution was known, Anyway, it is obvious from the tabulated
results that the lognormal distribution provides a far better model for
the observed amplitude variations than the other two, and in view of
the above remarks, we conclude that the test results support our theore-
tical consjderations presented in Section 5.

Considering the large and systematic spread in signal amplitudes
across the array, a natural question is whether restricting the beamfor-

¢ —c 6
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ming processing to a few good sensers eould improve or match the perfor-
mance of the full array. The detertahility concepts defined in Section 4
have provided a convenient tool for investigating this problem. Several
events were selected for this purpose, and the NORSAR sensors were
ranked according to their amplitudes. Figure 8 shows an example of gain
in event detectability when using the N best stations as a function of N,

It appears that the full array detectability is essentially achieved
with less than one third of the sensors, assuming that the best ones have
been selected. This holds true for both methods of beamforming. It seems,
however, not to be possible to improve the array performance substantially
by selective elimination of ,low amplitude” sensors or subarrays. Also
the fact that sensor performance is strongly dependent upon event loca-
tion makes it difficult to draw advantages from the amplitude variations
as to cost/performance tradeoff.

DISCUSSION

We have shown that incoherent beamforming is generally superior
to conventional beamforming in detecting near regional seismic events,
events which produce signals with low coherency across the array and
very high frequency signals. The main disadvantages of the incoherent
detector are its sensibility to local explosions, the poor location estimates
caused by the broad main lobe of the beam and the fact that conventional
beamforming is superior when it comes to detecting small, coherent seis-
mic signals,

From a computer processing point of view, the incoherent detector
has the advantage of providing adequate world coverage with very few
array beams (less than 100 for NORSAR), and the computational requi-
rements are also small due.to the low sampling rate for the signal enve-
lopes. The lack of location precision is not a major handicap when off-line
event analysis is available, as is the case at the NORSAR data center.
In the NORSAR implementation, the incoherent detector has required
only 209, of the computer main storage and computational load necessary
for the conventional method. Thus as an alternative detector, the inco-
herent processor can achieve a substantial decrease in computer require-
ments while retaining most of the detection capability of the array. We
still think that the major benefit of an incoherent detector is as supple-
ment to conventional beamforming especially designed to record events
of high dominant frequency and underground explosions, Since explosions
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may occur at unpredictable sites, where no region corrections may be
available for array beamforming, the broad main lobes of the incoherent
beams make this method especially useful for detecting this type of seis-
mjc events, thereby providing a valuable tool for nuclear test monitoring.
We would finally like to mention the ingeresting aspects of providing a
world-wide multiarray seismic detection network using incoherent beam-
forming. For an outline of this idea, we refer to Husebye et al?
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STANDARDIZATION AND NORMALIZATION

STANDARDIZATION AND OPTIMIZATION OF FREQUENCY
CHARACTERISTICS AT MOXA STATION (GDR)!

BY

PETER BORMANN?

INTRODUCTION

The Moxa station of the Central Earth Physics Institute of the Aca-
demy of Sciences of the GDR is one of the seismological basic network
of European socialist countries. The task of this station network is to
obtain data for the calculation of the basic focal parameters of earth-
quakes with magnitudes M = 4 and to study the feature of seismic waves
for the investigation of the focal mechanisms as well as the structure and
the physical properties of the Earth’s interior.

Among other things the efficiency of a station network with respect
to the solution of the first mentioned task is essentially dependent on
that ,whether the characteristics of seismographs at the stations take the
best advantage of the local noise conditions. On the other hand the ne-
cessary comparability of the data recorded in the different countries with
seismographs of different construction requires the standardization of
theijr frequency characteristics.

1 Communication Nr. 297, Central Earth Physics Institute.
2 Central Earth Physics Institute AdW der DDR, 15 Potsdam, Telegraphenberg, GDR.
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THE REGISTRATION EFFICIENCY OF MOXA STATION

Figure 1 shows the inverse spectrum of the maximum peak-to-
trough noise amplitudes at Moxa station measured in nanometer (10~° mm)
and its seasonal varjation in the period range 0.4 s == T < 10 s. Additio-
nally the following characteristics are shown in figure 1 :

@) a special characteristic 4’ operating at Moxa station

b) the standard characteristics of type A, B, and C used at Moxa
station and other stations of the basic network of socialist countries

101 . T T . . . . . . . —
01 02 05 1 2 5 10 20 50 100 200 TIs]
TFig.1. — Frequency characteristics operating at or proposed for seismological stations of
tiwe basic uetwork of european socialist countries as well as the inverse spectrum of the maxi-
mutn peak-to-trough noise amplitudes at Moxa stalion in times of strongest and smallest micro-
seismic noise and the industrial noise.

a, period range with no remarcable seasonal variations of noise amplitudes; b, period range with strong seasonal

variations of noise amplitude; c, the inverse spectrum in times of strongest microseismic noise; d, the inverse

spectrum in times of industrial noise; e, the inverse spectrum in times of smallest microseismic noise; V, magnifi-

cation; 7T, period of soil motion in seconds; =, operating frequency characteristics; —, proposed frequency
characteristics.




¢) the ,,optimal characteristics” I, II, III, and IV discussed in
the paper by Kondorskaya and Aranovié¢ (1971)

d) the characteristics 1, 2, 3, and 4 proposed in connection with
other standardizration projects in the framework of scientific co-operation
of socialist countries.

If we want the maximum peak-to-trough noise amplitude in the
record to be 1 mum, then the magnification curve of, the ,,optimal seismo-
graph” has to fit the,,inverse spectrum” shown in figure 1. This does the
characteristic A’ in the period range 0.3 s < T << 95 nearly exactly.
Claiming a signal-to-noise ratio SN R = 2 for P-wave detection and con-
sidering the @ calibrating functions of Gutenberg and Richter,
(1956) we found the detection limjts of Moxa station for waves with pe-
riods T =1s (Berckhemer, 1971). In some cases we registered
events from all epicentral distances between 20° and 100°, the magnitude
of which given by USCGS were up to 0.3 units of magnitude smaller than
these minimum values of M for P-wave detection. The standard charac-
teristic of type A is also a good fit to the short-period noise conditions
at Moxa station.

As the noise spectrum at Moxa station shows only small seasonal
variations in the period range 0.4 s << T' << 2 s there is not any possibility
of a useful utilization of the characteristics of type 1 and I for photogra-
phic analog records. From the characteristic I proposed by Kondor-
skaya and Aranovié (1971) we can expect a gain of information
in comparison with the characteristics A and B only in times with minimal
microseismic noise of periods between 2 and 5s. The characteristic I1I
nearly corresponds to the long-period part of type B characteristic but
the latter gives more informative records especially from near earth-
quakes and is very useful for the identification of teleseismic events
(Bormann, 1972).[ Therefore it seems not necessary to replace the
standard characteristic of type B by that of type III one. After figure 1
the records of type B and C are much disturbed in times of microseismic
storms. Therefore it should be considered the possibility to switch on 2
rejection filter at days with microseismic storms,

The high-gain long-period characteristic 4, the maximum of which
falls in the range of the global minimum of long-period noise (Savino
et al., 1972), could be realized at Moxa station.
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SELECTION OF OPTIMAL CHARACTERISTICS OF SEISMOGRAPHS FOR
PHOTOGRAPHIC ANALOG-RECORDS AT MOXA STATION

In a comprehensive paper Kondorskaya and Aranovidé
(1971) studied the methodical fundamentals of optimization of the system
of seismological observations for teleseismic earthquakes in the distance
range 20° =D =< 100°. As ,,informative elements’ of the wave picture
necessary for investigations of the structure of the Earth’s interior and
the focal processes these authors studied the maximum of amplitude spec-
tra of P and S waves as well as of the Ajry phase L. In comparison to this
we analysed all visual detectable kinds of waves from different types of
seismic events with magnitudes 4.5 < M < 8.5 in the whole distance
range (0° < D < 180°) in photographic records of all electrodynamic
seismographs operating or tried at Moxa station, respectively 3.

Comparison of short-period frequency charaecteristies

Figure 2 shows the short-period characteristics of type HF (high-
frequency), A, A’, Fi (with a filter galvanometer, Tg = 0.48 s), and Tr
(used as a trigger seismograph for digital tape records).

Seismographs of type A and HF give the best records of near earth-
quakes and rock bursts. The often weak high-frequency first onsets of
these events, however, are sometimes detectable only in records of type
HF (fig. 3). On the other hand, records of type HF are unsuitable for on-
sets with predominant periods 7 > 0.5 s and unsuitable, therefore, also
for all first onsets of teleseismic evemts (D > 20°).

The following features resulted concordantiy from a comparison
of wave onsets with periods 0.6 s << T = 1.5 s from different kinds of
seismic events (rock burst, underground nuclear explosions, near and far
earthquakes) :

a) In comparison to frequency characteristics with a broad flat
maximum (e.g. type A) small band characteristics (e.g. type A') register
the first motion of a wave onset much smaller as could be expected froni
the difference of magnification curves. The relative reduction is greatest
for periods in the range of the maximum of the magnification curve (3 to
8 times) and diminish in the range of steep slopes of frequency characte-

3 Bormann P. Standardisierung und Optimierung von Frequenzcharakteristiken an
der seismologischen Station Moxa des Zentralinstituts Physik der Erde. 1972. Unversffentlichter
wissenschaftlicher Bericht des Zentralinstituts Physik der Erde, Potsdam.
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Fig. 2. — Freguency characteristics of short-period seismographs at Moxa station.

HF —

A —

Fig. 3. — Records of types HF and A respectively from a small near earthquake in
the Swabian Jura Region/FRG (17.5.1972, D = 314 km, M = 3.5).
The minute marks are indicated as gape in the record line.
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ristics and also for the following oscillations (fig. 4). Compared with the
type A’ it means that the registration efficiency of type A is the same or
a better one for the first motion and about & half for the amplitude maxij-
mum, respectively, for wave periods T = 1 5 despite a four times smaller

\
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Fig. 4. — Amplitude ratio of the first onsets and of Fig. 5. — Records of types A, Fi,

the maximum amplitude of P, respectively, in records A’ and Tr from a deep -earth-

of type A’ and A, normalized to the same magnification  quake under the Sea of Okhotsk
for stationary harmonic oscillations (29.1.1971, D=172,3°, h=544 km,
1, first onsets, 2, maximum amplitude ot P. MPV = 6,1).

magnification for stationary harmonic oscillations of the same period
(fig. 4).

b) In small-band records the first onset is followed by much more
oscillations (enlarged wave lets) as in broad-band records (short wave
lets). The onset-time determination of following wave onsets,therefore
is rendered more difficult or impossible, e.g. for deep phases of shallow



Fig. 6. — Records of types A, Ti, A’, and Tr from an earthquake in Honshu/Japan
‘ (7.10.1970), (D = 88,0°, h = 179 km, MP1V = 5.8, MP3V = 6.4).
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Fig. 7. — Frequency characteristics of short- and long-period scismographs at 3ioxa
station.
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focus earthquakes, for onsets of multiple shocks (fig. 6), and of succes-
sive core phases,

¢) In the case of complex wave spectra as often given, e.g., in re-
cords of near earthquakes, a small-band filter characteristic can some
times increase the distinctness of wave onsets.

P1 P2 pPsP PP pPP sPP
}/ I A

Wbl EW

A

V1

Fig. 8. — Records of-, types A, Vi, and B from a deep earthquake in the Hindukush
region (6.6.1966, D = 44,3°, h = 225 km, MPV = 6,6). The opposite direction of the first
motions of P1 and P2 in the short-period record of type A is remarkable.

Comparison of the frequeney characteristies of type A, V1 and B

The broad-band characteristic of the velocity meter of type 2 shown
in figure 1 was realized by the characteristics V1 and V2 at Moxa station
(fig. 7). The characteristic V1 falls in the period range of the standard
characteristics of type A and B. Its fitness for visual analysis, therefore,
was determined by a comparison with photographic records of these
standard seismographs. The main results are :
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a) If the amplitude spectrum of the first onset also contains a
strong long-period portion then multiple P onsets successive in small
time intervals can be clearly detected only in records of type A (fig. 3).

b) The magnification of characteristic V1 is much smaller than
that of type A and B one, respectively, for periods 7 =< 3sand 7 >10s.

P1P2 PP
| - SPL

/
A T"WM *WWWWWMWW EW

Fig. 9. — Records of types A, V1, and B from an earthquake in Turkey (19.8.1966,
D = 24,0°, MLH = 6,6).

' PP

Fig. 10. — Records of types A, V1, and B from an earthquake in Peru (17.10.1966,
D = 98,4°, MPV = 7,8).
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The determination of the onset time and of the direction of first motion,
therefore, is rendered more difficult in records of type V1 for short-period
as well as long-period wave onsets (fig. 9, 10). The combination of charac-
teristies of type A and B provides, therefore much more informations.

Comparisen of the frequency characteristies of type B, V2, €, and D1

From a comparison of records of types B, V2, C, D1 and D (fig. 7)
the following conclusions could be drawn :

a) Small earthquakes with M < 5 do not excite clear waves with
periods T >2¢s. In the period range 6 s << T <18 s records of type
V2 are very similar to those of types B, C, and D1.

b) Only in records of types C and D1 from earthquakes with M >3
appear clear long-period waves with periods greater 20 to 30 s. On the
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Fig. 11. — Records of types B, V2, C, and D1 f{rom an carthguake in southern Iran
(12.4.1971, D = 39,8°, MPV = 5,7, MLH = 5,7).
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Fig. 12. — Records of types B, V2, C, and D1 from an ecarthquake in southern
Sumatra (8.4.1971, D = 93,8°, I = 75 ki, MPV = 6,4).
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other hand, median-period and rapid succesive body-wave onsets as well
as higher modes of surface waves, the onsets of which fall in the range of
long-period wave modes are surely detectable only in records of types
B and V2, but more better in B’s type (fig. 11, 12). Consequently, the com-
bination of standard broad-band charaecteristics of type B and C is very
suitable for a visual recognition and separation of various superimposed
wave types with different periods. Its substitution by a broad-band velo-
city meter of type V2 would result in a considerable loss of information.

¢) In records of type C and D1 being in scale by magnifications
of about 1200 and 600, respectively (M < 7), we could not find clear
waves with periods I' > 100 s by visual analysis. From this follows that
photographic records of -type D1 with high magnification do not yield
much more informations as these of type C. On the other hand, we found
from earthquakes with M > 7 clear periods up to 4 minutes in low-mag-
nification records of type D being in scale but not in the corresponding
off-scale records of type C and V2 (fig. 13).

CONCLUSIONS

Short-period and long-period small-band characteristics of type
A’ and 4, respectively, fitting the ,,inverse noise spectra’ at Moxa station
are most suited for the detection of small teleseismic events. On the other
hand broad-band characteristics have a higher effective magnification
for pulse-shaped onsets than those of small-band type and they give a
more realistic picture of the most interesting features of a seismic record
(e.g. direction and amplitude of first motion, multiple onsets, complexity
of wave spectra, dispersion). This facilitates the recognization cf phases
and the identification of seismic events.

Displacement-meter records are more suitable for a visual analysis
than those of velocity meters, because in the case of equal soil-oscillation
velocity of two waves with different periods the corresponding difference
of the soil-displacement amplitudes is a striking additional eriterion.
Moreover, broadband characteristies of velocity meters do not enable
an optimal utilization of natural noise conditions.

A set of well selected displacement-proportional characteristics
should be preferred for visual analysis of analog records. The standard
characteristics of type A, B, and C used at stations of the basic network
of European socialist countries for some years seem to be the most effec-
tive set of characteristics for photographic records of teleseismic events
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in the magnijtude range 4.5 << M < 7.5. These records, however, are
off scale for the strongest earthquakes. Clear periods greater than 100
seconds (up to 4 minutes) could be found out in a low-magnification
(V = 50) ultra long-period displacement record with a flat characteristic
between 2 s and 330 s, but only from earthquakes with magnitudes M > 7.
Therefore we propose as a new standard type D for an optimal registra-
tion of the strongest earthquakes a displacement proportional characte-
ristic with a magnification level of about 50 in the pass-band range from
about 1 to 300 seconds.

If we use magnetic-tape or digital paper-tape records, it is of se-
condary importance whether we register the displacement, the velocity
or the acceleration of soil. On the other hand it is very important to re-
cord the primary information with minimum distortion in a period range
as large as possible and to guarantee a high stability of a velocity- or acce-
leration-meter system to eliminate the influence of the integration con-
stants in the computer calculated soil displacement. All other desirable
operations (e.g. the determination of other derivatives of soil displacement,
and their spectra; band-pass, noise-prediction, or multi-channel fil-
tering) then can be done by the computer. Thereby the number of seis-
mographs needed at a good station could be strongly reduced. An advan-
tage of a broad-band velocity-proportional record compared to the dis-
placement-proportional one is a dynamic compression up to about 10 db.
It is still greater in acceleration records. This can be important if we want
a universal broad-band record of all earthquakes over the noise level up
to a magnitude of about 7 on a single magnetic tape only with & dynamic
range of 70 to 80 db (Berckhemer, 1971).
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OPTIMIZATION OF NEW STATION POSITIOS FOR VRANCEA AND
CIMPULUNG SEISMIC REGIONS (ROMANIA)
BY
TRAIAN IOSIIY, DRAGUTIN SKOKO?

Abstraet

In order to find the optimum location for new scismic stations to improve the accuracy
of the focal-parameters determination, a number of points are assumed as new station
positions treated and the caleulation of error estimation of foci parameters carried out.

The calculation is done for two seismic arcas namely

a) region situated at the bend of the Carpathian arc; deep (Vrancea) and norinal
(R. Sirat-Urziceni) earthquakes are treated,

b) Cimpulung region; normal carthquakes are considered.

The distribution of the earthquake-parameter errors in the area around the epicenter po-
sition give a general idea of thie optimum location of a new station. On this basis the Dobrogea
region and southern part of the country are found to be optimal places for setting up
new stations.

For the calculation, a model of homogeneous medium is used with the upper boundary,
being a flat plane, corresponding in size to the caslern part of the Romanian territory for
Vrancea eartliquakes, and to all the territory for Cimpulung earthquakes.

The calculation is based on the Monte-Carlo mecthod and has been carried out at TISEE
(Tokyo).

INTRODUCTION

j In the Romanjan territory there are some seismic zones. In this
paper we are dealing with the Vran cea and Cimpulung seismic regions only.
The most interesting is the zone with the foci at the bend of the
Carpathian are, in the Vrancea region. These foci are characterized by

1 Institute of Applied Geoplysics, Bucure.sti, Romania.
2 Geophysical Institute, University of Zagreb, Yugoslavia.
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the following peculiarities : a) they are deep (the term deep focus is used
for the intermediate focus) and b) they are persistent.

Being persistent, they offer good conditions for the study of many
seismological problems. The installation of the seismic network distri-
buted around the epicenter area has permitted obtaining abundant ob-
servation data of seismic events which occured in this region.

Since 1933, when the Bucuresti station was put into operation,
about 800 earthquakes of magnitude more than 2.8 have been recorded
from the Vrancea region, e.g. 20 per year on the average.

All the epicenters of the Vrancea deep foci are distributed within
2 small area of about 25 km by 55 km in length and the azimuth of approxi-
mately 45° (Fig. 1). The area is tangential to the sharp bend of the moun-
tain chains. The foci are placed at depths ranging from 80 km to 160 km,
But shocks at smaller depths occur here also.

In the region situated forward of the Carpathian arc, the normal
focus earthquakes occur. Their epicenters are distributed in a zone beeing
approximately the same direction as the area of deep foci, namely nort-
heast-southwest (fig. 1). The earthquakes taking place in the outermost
parts have the depth of 15—25 km and those which occur in the central
part have depths of 50—60 km. During the past 35 years, about 50 earth-
quakes of magnitude more than 3.5 occurred in this region.

Also in the Romanian Plain two relative strong earthquakes (M =
= 53—35.5) occurred in 1960 and 1967 with focal depths of about 80 and
40 km, respectively (Iosif et al.,, 1972).

Because of the special importance of the foci at the bend of the
Carpathian arc, a seismic network has been organized surrounding the
seismic area and systematic research of the geometry, kinematics and
dynamics of these foci has begun.

To estimate the errors of the earthquake-parameter determination
(focus position and origin time) for local earthquakes, using the data of
the eastern network, quantitative study has been undertaken.

Besides, an attempt is made to estimate the errors when new sta-
tions are added to the existing set.

A simijlar problem is treated for the Cimpulung earthquakes, ta-
king into account all the existing Romanian station.

The calculation is based on the Monte-Carlo method (Tosif, Sk o ko
Sato, 1972; Miyatake, Nakayama, 1960; Sato, 1965;
Sato, Skoko, 1965; Skoko, Sato, Ochi, 1967).
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FORMULATION OF THE PROBLEM

The equations for the errors of epicenter location, focal depth and
origin time are

(X — X7+ (Y — YW+ Hh + V,Cil = VyCrer k=1, 2,... )

where

k — index number of each station,

X,, Y, — coordinates of seismic station,
X,, Y, — coordinates of epicenter,

H — depth of focus,

Cr = [(Xp — Xp)* + (Y — Y)*]'h,

V, — velocity of elastic waves,

e, — observation error of arrival time and

x, y, hy t — errors of the location of focus and origin time which
result from calculation.

The following assumption are adopted :

i) observation points are on a flat surface,

4t) the origin of the coordinate system is assumed the true epicenter,

1ii) observation errors e, follow a Gaussian distribution with mean
value 0 and standard deviation e,

i) all the stations record all the earthquakes and

vi) velocity of the seismic waves and depth of foci are constant.
For the Vrancea earthquakes the following values are assumed :

depth of focus — 129 km,

P wave velocity — 7.8 km/s,
for the normal earthquake zone :

depth of focus — 25 km,

P wave velocity — 6.5 km/s and
for the Cimpulung region :

depth of focus — 10 km,

P wave velocity — 6.0 km/s.
Standard deviation of the observation errors = = (.10 s.

As the above equations are only intended to be used for the esti-
mation of the error, irrespective of complexities of the path of the seismic
waves, only a simple and plausible assumption for the travel time appears
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necessary in view of the restricted nature of the problem that is covered
by the present investigation.

In this way, the result of the present series of computations do not
take into account the effect of focal depth or the heterogenity of the
medium,

VRANCEA REGION
OBSERVATION POINTS AND DAlA ADOPTED

The secismic network around the Vrancea region contains seven
statijons (fig. 1) which arelisted intable 1 — together with the instrumental
setup at each station,

TABLE 1

Fastern slalion nelwork in Romania

i
| No. Station I(;};trl;ﬁ;: I‘%Ei‘:tu)de Instrument
| 1 Cimpulung 45°16° 25°027 Hiller — NS, EW, Z
Mechanic | 450 kg — NS, EW
2 ‘[ Cheia 45°28 25°57’ | |
3 ¢ Bucuresti 44°257 267067 Galitzin — NS, EW !
i Kirnos — 7
' Mechanic 540 kg - NS. EW
‘ ( |1 450 kg — NS
4 | Vrincioaia 45°52/ 26°447 VEGIK ' — NS, EW, Z
: Mechanic  ; 105 kg — NS, EW '
3 ; Baciu 46°3 1 26°5-1 VEGIK ' - NS, EW, Z
Mcechanic | 105 kg — NS, EW
6 | Focsani 45°42/ 27°11° Hiller i -7
| Mechanic ' 105 kg — NS, EW
' L 450 kg — NS
7 Tasi 47°11 27°347 VEGIK | — NS, EW, Z
| | Kirnos —Z
f | Mechanic 450 kg — NS, EW

One can see that the position of the stations around the seismic
zone is not uniform. Towards the south only one station, namely Bucu-
resti, is located, and focus parameters can not be always determined with
adequate accuracy. Our experience in such determination indjcates the
necessity of setting up a new station,

In table 1 seismic station Cheia is also included ; its construction
has been finished, and it will be put into operation soon.
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As the stations are equiped with different type of seismographs,
the errors of arrival times of the seismic waves at each of the station is
different, However, for simpliclty’s sake, it is assumed-than the observa-
tional accuracy of all the stations is the same,

Errors of the epicenter position, origin time and focal deptl, are
alloted to each station from a random number series (Miyatake,
Nakayama, 1960) and the equations (1) for a certain epicenter loca-
tion are solved, using the least square method.

a) Deep foci. As the epicenters of the Vrancea earthquakes are
placed in a small area,-the calculation is done for a medium focus placed
at 45°36’ N; 26°36' E; H = 120 km.

b) Normal foct. For the normal foci earthquakes, wich take
place in the region situated forward of the Carpathian mountain, three
different positions of the epicenter have been treated, as listed below :

i 1 11 111

1
e [N] s 45°25" 45°50°
% [E] f 26°42’ 27°05’ 27°20"
H [km)] 1 25 25 25

The points I and IIT are chosen to be in the outermost parts of
the seismic zone, including the earthquakes from the Romanian Plain.

For each of the epicenter locagions calculation is repeated 200 times,
adopting different sets of random errors. Hence we have 200 different
3 R's, 8 T"s and 3 H’s for the given epicenter position. Then the standard
deviations for 7, ¢ and & are calculated and are denoted as AR, AT and
AH (AR is'the vectorial sum of the errors Az and Ay).

The criterion of the suitability of a new stations position is how small
the observation errors will become when that specific station is added.

For that purpose, 91 points of new stations position are treated.
These points are chosen east of the 24° meridian, at the intervals of 30
both in longitude (about 40 km) and latitude (about 55 km). Distribu-
tion of the earthquake-parameter errors in all these points gives a general
idea of the optimum location of a new station.
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RESULT OF CALCULATION

a) Deep earthquakes. In order to make clear the problem of where
the most desirable location of a future station should be, the errors of
the focus parameters as a function of new seismic station, located in dif-
ferent points, are plotted.

Errors AR (epicenter location), AT (origin time) and AH (depth
focus) for Vrancea deep earthquakes, as a function of an extra station,
are shown in figures 2.

The amount of error AR decrease when going from epicenter to
southeast or north-west, and isolines are convex curves to the epicenter.

From the epicenter determination point of view, Dobrogea region
is the most convenient for the location of a new station [AR << 100 ( =
== 1.0 km)].

In the area with AR >130( = 1.3 km) along the zone where the
existing stations are distributed, addition of a new station is less desirable.

AT isolines are of a shape similar to AH isolines, e.g. they are con-
centric curves with the center in the epicenter of the earthquake ; in these
cases, the errors have peculiar character. Close to the epicenter they
have small values, afterwards they increase, reaching a maximum value
in the circular zone, and then they decrease continuously with the epicen-
tral distance. The minimum values are in the Dobrogea region and in
the south-western part of the country [AT < 180( = 0.185); AH <
< 180( = 1.8 km)].

Taking into account all the focus parameters (AR, AT and AH)
we conclude that the Dobrogea region is the most convenient for setting
up a new station in addition to the eastern network for recording the local
Vrancea region earthquakes.

b) Normal earthquakes. A similar calculation is done for the normal
earthquakes wich occur in the Tecuci—R. Sdrat—Urziceni seismic zone
using the same 7 stations. The error amounts of the focus parameters,
for the three choosen epicenters, are shown in figures 3 ( AR-errors of the
epicenter estimation), 4 (AT-errors of origin time) and 5 ( AH-errors of
focus depth).

Isolines for AR errors are of irregular shape, particularly for epi-
center I (44°48' N ; 26°42" E) because the epicenger position is rather out-
side the seismic network. Generally, the amount of errors are bigger
(about twice) than in the other two cases.
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In case I, we can notice a relative small zone with AR < 100(=
= 1.0 km) in the north-western part of the epicenter, placed inside the
area of bigger errors.

The smallest values for all the three epicenter positions are in the
south-eastern part of the country and especially in Dobrogea region
B =60+70 (=-0.6—0.7 km).

Similarly to AR values, the amount of AT errors, in the case I,
are twice in the other two cases. In cases IT and III, the amount of AT
values decreases with epicentral distance in the south-east direction and
the smallest values are obtained in the Dobrogea region.

The shape of AT isolines is different for each of the three cases.
The AT contour lines for cases II and IIT are curves which follow the
direction of the stations distribution.

In case I, T isolines are concentric curves extended to the north-
west of the epicenter. In this case the AT values are small at first in the
vicinity of the epicenter, and then, again, at the bigger epicentral
distances, Isolines AT = 160 (= 0.16 s) encircles a small areaabout the
epicenter in the southern part of the country.

A straight line, drawn along the smallest distances bewteen two
consecutive isolines, points to the region of desirable location for new
seismic station.

The distributions of AH errors (depth of focus) for all the three
cases (fig. 5) are similar to the error distributions of the deep earthguake.

An area in the vicinicy of the epicenter with small amount of errors,
is surrounded by the area with bigger errors; going farther away, the
amount of errors becomes again small.

Taking into consideration all the foci from the normal earthquakes
zone, we can draw the conclusion that for the determination of the focus
depth a new observation points is desirable in the southern part of the
country, particularly in Dobrogea region.

From the calculation of the AR, AT and AH errors, for deep and
normal earthquakes, which occur in the region at the bend of the Car-
pathian arc, we can get a general idea about the accuracy of determina-
tion of the earthquake parameters when a new seismic station is added.
Figures 2—5 indicate that the Dobrogea region is the most convenient
place for setting up a new station.



15 OPTIMIZATION OF NEW STATION POSITION FOR VRANCEA AND CIMPULUNG 161
(229) ‘
481 02——202—— 20/ 197——193——186——183
TN
.\_ 7 \\
o \\
06 207 206 203\ 199 \M93 186
\\
\\ A
47°~———zos-—zoa~211—-—213——213——-—211—-2:6—\199\-—190
\
206 2L 215 219 _220——220 A2 208 \136
o ~ \
/ \\
46 p 204——212—21?/—-223.—2237_zQ;—2 4—z18 20486172
200)
\ f"é) /\ ¢ A 3
’{Zﬂﬂ)\ \ (22”)
198\\ 209 220 2§ gof  yre \2:\0 \224\
\ WA AN }
. \ Ay \ Vi
45 \185—196X<zxz—\——zzs—J\—17c‘——xos——159 ] !zaf—— 02
‘,\ \\\\\ \ E‘//////
!\ ~\M \‘_////
767 164 1 182 \Qz N2 4\~zor/u.z//z
S~ ’ ~ :\—-" ///
° - ~ ~
bip——0o 1 142— t——145—T§ 1—~=’1‘s4’%~4§
AT
Init = g.00rs
24° 25° 26° 27° .28°

Fig. 4a. — Distribution of the AT errors for three different epicenter positions of

11 — ¢

1, seismic stations: 2, enicaaters;

. 6

Al 32

mal earthquakes :

g = 0.1 s

the neor-



162 T. IDSIF, D, SKOKO

186 ] ' \ ¢
48 TP 05— 108—1 r—l?':ﬂ._. 050

109 109 109 109 g
\
46 109——1 09——108——1 07— 0 ———109}—100 : ’77 13
/] ~ , /
{1 el IV
149 109 19 08 307 100 58) 'Jogll
T \\ ~ 10 .
A ~ . /
' N
45— (08— 108——1pB— 108108 wa;)_1
”—‘ . —_—d-—_—_//
(107 -~
106 105 104 106~

L6 —0r——100"—s8
AT '

Unit = o.00r see.

24°




17 OPTIMIZATION OF NEW STATION PGSITION FOR VRANCEA AND CIMPULUNG

163

1

480.\. . 1.

Sanan s ot st
(&M

., i 7

. I.»A
105 105 105 105 105

4 .

47 —— 105——105——105 ———105—-10.
104 104 1L4 104 10

05105 _ 1p5 F‘J 0

o 7
46— 55— 105——104——— 104—103—— 1019
A

105 105 103 105 o5 105 103
A A
: s /
45°——105 104—104 103—101,27 96
7
//
103 102 JOD// 98 9
//
7
. (28) / |
44 ——100——98—56——92—/"8 7284 62—
A T ) | | .(w M
Unit = 0001 sox.
24° 25° 28° 271° rl-y 29°
Al az



‘T. 1osIrm, . SKOKO

18

164
|
(402)
48" — 0 _4.03:: ,‘4,0_.5/{——405 — 40
/ \.W)/
96 S403 410 415 48 49 4l
|/ T
| }/ el
41—t 411421 430——436 —438—43
/ /
/ /
{4103 18 434 447 45T — so—Miss 452
' ~
(s (a2 o7 AN
|| ‘
"50“——:‘01 422 — 455 —fACh__4
i\ \
390, 48
\\ \
N
23 S S
BT HETN
\ I
236 356
44‘,‘__3?7——-715
AH
Unit = a4t Km,
24° 25° 26°

Al O2

Fig. 5a. — Distribution of the AH errors for three different epicenter positions of the nor-
mal earthquakes :

1, seismic stations;

2, epicenters; & = 0.1 s.



19

OPTIMIZATION OF NEW 'STATION POSITION FOR VRANCEA AND CIMPULUNG

165

(154) .
48 ~ 151—“{—442_‘——4&/[_146—14 —— 144143 —
™| T
’ \.Tf \\ t
153 153 153 152 151\ 149 148 146 !
| S~ !
| : *
™.
47° 155— 155 {55 155 (54 153152 Nays0__ 4 - - \,__. |
, N {
NN i
| o
157 158 158 159 159 159 As588 156 154 \
//.’—'—\\_\ '
/// [N \
467 156——159—160 162162 16}.=162‘-‘__162~——\—15! 156154
| 4 , ATTSON TN L
]‘ // /- \A \\ \ i
59 160 162 162 /1“\' 99 , 155 ‘ 162
! b/ ‘ ‘1 a /|l
; (160 | \ / /
: J! [/ A (760) (\M) N (r#9) ﬁ,ﬂj/ }m}
o y S |
45 159 62 157 =155 162
] | X—
| AN
l \ 1
f \\ -
z :59 160 161 162 162 162
| \ A
: ‘ \
| ; \\ :
Lﬂ—x g ——:Sox_xéa__xél7&161.__'.561__'16{*‘7\159——-158— 157—
//5-0/ QG“\/ |\h\ !
l LM ; S ;
, Unmit = .01 Km. g |l
24° 25° 26° 27° 28° 29°
Al B2

Fig 5 b



166 T, LGAIF, D, SKOKO
T
|
487 ,
115 115__—115—=~115 114 134 413
-~ ~
4 N
4 N\ A
jog O
47 114“114—7415 115 16———116—— 116~ 1\15\— 11
/ ' \
[ \
114 114 { 46 116 16 116 Mg 116
\
///.{) (170) .
. \ / \
46 -—~—114——114—-115\—-116_116———115[:—101———106—’—116
A 8] :
\\ N ///
\\ A
113 13 114 114 \i15 116 116 116
~— -
\"-L———/
A
A5ttt gfo M2 12113 113112
(100) = e e | __
. ‘\\s
\N
109 109 109 109 109—~-A10
A
L T 01 107107 107 105‘405——%0%&740&‘109
AH .
Unit = .01 K. ]
24° 25° 26° 27°
Al T2

Fig 5 ¢

20



21 OPTIMIZATION OF NEW STATION POSITION FOR VRANCEA AND CIMPULUNG 167

CIMPULUNG SEISMIC ZONE

DATA

In the under Carpathian region, in the immediate neighbourhood
of Cimpulung city, there is another important seismic zone with the foci
located in a karstic region of complex tectonics. Several relative large
earthquakes have taken place there. Les us mentjon the earthquake of
January 5, 1940 with the maximum intensity of 6° MSK scale (M e d-
vedev, 1968) and the earthquake which occured recently — on the April
12, 1969 —with magnitude M = 5.2 and maximum intensity of 6° MSK
scale. v

Both earthquakes have practically the same focal parameters :
45°3 N; 25°%1 E; H =17—10 km.

The second seismic event mentioned above was followed by a long
series of aftershocks (about 500) for two months (Constantinescu
et al., 1971).

Consequently, when completing the Romanian seismic network, it
is necessary to take, also, into account accuracy in the parameter determi-
nation of these earthquakes. For this purpose the calculation of focus
parameter errors is carried out by the use of data from all 10 existing Ro-
manian stations. Besides the stations listed in the table 1, the following
station at the western part of the Romanian territory are included (tab. 2).

TABLE 2

i ! [ Lati .

i . atitude Longitude
% No. j Station ; (North) (East) Instrument
|
| ‘ -
8 Timisoara ' 45°157 21°14’ VEGIK - NS, EW, Z
| ! Kirnos — NS, EW, Z
| Mechanic 450 kg — NS, EW
. 200 kg — NS, EW
| ;
: [ .
i 9 | Sasca ! 44°53° 21°42’ VEGIK — NS, EW, Z
| | | SMK — NS, EW, Z
1 10 ] Deva ) 15°537 22°55" VEGIK — NS, EW, Z
l ! ! Kirnos —Z

RESULT OF THE CALCULATION

The calculation is done assuming 192 positions of one new station
added to the present network. The points are distributed all over the terri-
tory at the interval of 30’ both in longitude and latitude. For the focal
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parameters the following values are adopted : 45°,3 N ;25°,1 E; H = 10 km,
This points is located in the north-eastern part of Cimpulung.

The amount of AR, AT and AH errors are shown in figure 6.

On can see that the isolines are of particular shape for each of the
parameter. The area delimited by the smaller error amounts of the epi-
center determination [ AR = 450 (= 0.45 km)] is localised in the sou-
thern part of the country, in the zone 24°,5-26°5 E; 43°5—44°,7 N.

The area with errors 450 << AR < 485 has three branches, two of
then are in Romanian Plain, and the third one extends to the north.
Areas with small values of AT and AH errors are in the southern part
of the country, where isolines have the direction WNW —SSE. The iso-
lines wich include area with relative larger values of errors are of a com-
plex form.

Taking into account all the focus parameters for the Cimpulung
earthquakes, we conclude that the optimum place for setting up a new
tation is the region around the coordinates 24°,3 B ; 44°,0 N.

CONCLUSIONS

Figures 2—6 give some idea on the weak points of the present net-
work regarding two important seismic regions of the Romanian terri-
tory (Vrancea and Cimpulung), indicating desirable locations for the future
obser vatories,

Parameter determination for the strong earthquakes has been ge-
nerally done by using data from many stations distributed all over the
world. The focus parameters of local shocks have to be determined, ho-
wever, with data mainly obtained from local network. From this point
of view, the distribution of the stations in the epicentral area has great
importance to the determination of the earthquake parameéters. When
a new station is added, its location has to be choosen carefully so that
the accuracy of the parameter determination becomes ar good as possible.

For the local earthquakes which occur at the bend ofthe Carpathian
arc, eastern Romanjan seismic network, with necessary supplements to
the existing set — which result from this study — is adequate. Forthe Cimpu-
lung earthquake, which occur in the area situated in the center of the
country, all Romanian stations have to be used. In this context, the re-
sult obtained from figure 6 have to be correlated with the data obtained
in the previous paper (Iosif, Skoko. Sato, 1972) where the opti-
mum distribution of the seismic stations all over Romanian territory
is considered. It is concluded there that the distribution of the focus
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parameter errors, using actual Romanian seismic set, indicates that, besi-
des some other areas, the Dobrogea region and the southern part of the
country have to be considered for setiving up a new seismological obser-
vatories.
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GEODYNAMIC INSTRUMETATION

LOCAL ANOMALIES IN STRAIN MEASUREMENT

BY
ROGER BILHAM, GEOFFREY KING!

Abstraet

Disagreements in the amplitude and phase of measured tidal strains are often found betwe-
en instruments situated close together. It is not possible to predict or compensate for the varia-
tions in local conditions which give rise to these disagreements. A practical method of establishing
the degree of homogeneity of the strainfield is proposed which uses several strainmeters installed
at individual locations. Using this method it should be possible to isolatelocally generated strains
from variations in measured strain which are caused by geologically interesting features or by
loading tides in shallow seas.

It is well known that measurements of tilt or strain tides near the
Earth’s surface can show significant disagreement even when measurements
are close together. Such discrepancies should not be expected to occur
if the surface of the Earth were a uniform half-space. Nor is it be expected
from the theoretical strainfield since the wavelength of tidal strains or
tidal-loading strains are often much larger than the spacing between mea-
surements. The cause of these discrepancies can be predicted from ana-
lysing realistic models of the Earth’s surface which incorporate topograp-
hical or elastic spacial variations (King, 1971).

Elastic variations can be caused by fissures, faults and cracks in sur-
face rocks as well as by changes of rock type and condition. Topographic

1 University of Cambridge. Department of Geodesy and Geophysics. Madingley Road,
Cambridge, U.K.
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surface variations can cause significant distortion to otherwise uniform
strainfields as can the geometrical properties of the cavity in which the
strainmeter or tiltmeter is installed (King, Bilha m)%

It is not possible to predict the three dimensjonal elastic conditions
prevaijling near any isolated measurement of strain or tilt. Thus in measu-
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(HIKE) Fig. 1. — Linear arrays of
N A strainmeters :
/ 8 3 The axial array above is similar in
D profile to Queensbury Tunnel. Note
D r—?— that a strainmeter array in this
sense i8 different from the conven-
tional multi-component strain tensor
array. It is not ,,a priori"” obvious
that the results from multi-component
arrays are valld until evidence for
elastic homogeneity or the degree of
4 heterogeneity exists.
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Flian

om 1 2

J
L : —1

rements dependent on local elastic conditions the observed phase and am-
plitude cannot be corrected by calculation,

A practical approach has been devised which can partially overcome
the uncertainty that is inevitably associated with isolated measurements
of strain. Several measurements are undertaken at a single site and results
are compared. This is a simple procedure if the measurements are parallel
or colinear to each other. Such measurements form a linear array (fig. 1).
The spacing is arranged between measurements such that the homogeneity
of the strainfield can be assessed. If a homogeneous strainfield does exist
it will be indicated by identical phase and magnitude being monitored by

2King G.C.P,Bilham R. G. Strain Measurement Instrumentation and Technique.
1972. Royal Society Discussion Meeting, London (in press).
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all the instruments present. If inhomogeneity exists on a wavelength much
greater than the area covered by the array a gradation in amplitude may
be present, across the array. If inhomogeneity exists on a wavelength smaller
than the array this will be apparent from the scatter of observed values
within the array (fig. 2).

Fig. 2. — Schematic curves obtai-
ned from a linear array of strain-
meters :

The wavelength of any ealstic hetero
geneity can De established from the
gcatter or trend of observed amplitudes
and phases. Curve x obtained jn the
presence of elastic inhomogeneity outside
the measurement area. Curve y obtained
if ground is homogeneous. Curve z obtai-
ned if lateral variations in elasticity occur
within the measurement area. The wave.
length of tidal and load tide strains are
large compared with the separation of the
instruments.
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o J

Examples of linear arrays are shown in figure 1. It should be noted
that strainmeters installed underground must be installed parallel to the
line of the underground cavity in order to avoid distortions in the strain-
field associated with measurements which include any component of the
width or height of the cavity. (King, Bilham)s. In this respect sur-
face strainmeters or trench-installed strainmeters are useful as linear array
strainmeters (Berger*; Major, 1966).

Having established the degree of homogeneity at a single site or
group of sites it is then possible to consider differences or similarities bet-
ween measurements in an adjacent area which has been similarly examined.

Thus it is possible to start from a single observation and establish
the degree of elastic homogeneity over a very large area even when varia-
tions in the strainfield occur. A strain survey of Britain has been initiated
using these principles. The base station of this survey is Queensbury Tun-
nel, Yorkshire (Bilham et al, 1972) in which six strainmeters are ins-
talled. A network of tunnels are being used to extend the survey from Que-

3 Op. cit., p. 2.
4 Berger J. Strain Measurements with Laser Interferometers. 1972, Royal Society
Discussion Meeting, London (in press).
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ensbury to cover the entire country. It is hoped that the network will be
extended eventually to cover the mainland of Europe.

As the network increases in size it is unrealistic to consider using only
those underground locations that are parallel to the initial base station.

Fig. 3. — Spatial array of tested sites:

Strain measurements (linear arrays) in different
azimuths A— G. Strain tensor cobinations of three
horizontal measurements shown as circles.

? Wit
—t

It is often necessary to use every available environment. In these cases
amplitude and phase can be compared using a strain tensor derived from gro-
ups of three measurements, Since the wavelengths of tidal strains are usual-
ly more than 100 Kms it is possible to choose three locations situated wit-
hin 100 Xms of each other in order to obtain a central strain tensor (fig. 3).

INSTRUMENTS

Strainmeters used to establish homogeneity require individual cali-
bration to within 5%, The wire strainmeters used in Cambridge have a
sensitivity of 5.107"° strain and are calibrated to within 3%, The linearity
of the instrumental amplitude response and the linearity of the data timing
system are of major importance in subsequent frequency analysis. The am-
plitude response of Cambridge strainmeters has been established as being
linear to within 19, for ranges between 10 ~° and 10~* strain. The timing is
dependent on chart speed constancy and 24 hour time marks supplied by
an accutron ’'tuning-fork’ clock. The accuracy of this timing is quoted to
better than 1 minute/month,

Since a large number of instruments are proposed it is necessary to
simplify maintenance problems. Automatic drift correction is incorporated
into the wire strainmeters so that records are not lost between inspection
visits. A total drift of 10™* strain can be tolerated before manual adjust-
ment is required which can reduce the number of visits to one or two per
year. Slow speed chart recorders enable six months of operation with a
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time resolution of half an hour. Low power consumptionat 12 V enables
1
continoous operation from caustic soda batteries for 1—2—years. Finally,

the instruments are waterproof and are designed to be installed beneath
the surface of underground cavities. Thus if a tunnel is avaijlable an ins-
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trument can be installed without its presence being obvious. In practice
this means the installation cost is reduced because no security arrangements
are required and the tunnel may be left open to the public.

DATA COLLECTION AND ANALYSIS

It is possible to ignore long-period drift since this is of little interest
in aseismic areas. The phase and amplitude of diurnal and semj-diurnal
tides can be extracted from time series which have a sufficiently large sig-
nal to noise ratio at these periods and which are sufficiently linear in time
and amplitude. The importance of linearity must again be emphasized when
using fequency analysis methods.

A continuous length of data from each strainmeter is analysed using
Fast Fourier techniques after removing linear drift, (Bilham et al.,
1970). The length of data required depends on the number of tidal peaks
which are of interest and the degree of noise present in the data. Normally,
one month is sufficient to examine the semi-diurnal and diurnal peaks but
three months are required to resolve the 0, and K, peaks and the M,

12 — ¢ 6
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and S, peaks. A year of data is required to examine the finer lines of the
tidal speetrum.

In order to compare the results from adjacent strainmeters it is im-
portant to analyse data covering the same period of time, In this way
comparisons may be made of the records directly. The phase and ampli-
tude of each tidal peak can also be compared directly to examine differences
attributable to strain variations.

At the time of the Romania meeting long spans of data from the
Queensbury strainmeters have not yet been analysed. In the time do-
main the data shows evident peak shifting (fig. 4) which has been attri-
buted to local effects (King and Bilha m),

CONCIL.USIONS

Strain measurement technology is presently sufficiently versatile to
answer many of the uncertainties that have been associated with previous
measurements of strain near the Earth’s surface. It is possible to distin-
guish between propagating and locally induced strains at a particular site
using the systematic array techniques that have been outlined. Where
such an array has been operated, locally generated strains are seen to form
a significant proportion of the total measured strain.

Using an expanded array it is possible to establish strain coherence
over large area. When this has been achieved spatial variations in strain
caused by geological and tectonic phenomena or by sea-loading strain tides
may be studied systematically.
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THE EFFICIENCY OF DIFFERENT OPTTMUM MULTICHANNEL
FILTERS IN DEEP SEISMIC SOUNDING?*?

BY
BURKHARD BU1ITKUS?

Abstraet

Due to the increasing importance of seismic refraction long range measurements for
detailed studies of the deeper Earth’s crust and the upper mantle with a SNR of frequently
about 1 or smaller 1, the efficiency of different optimum multichannel filters is examined for
their use in deep seismic sounding.

Originating from the representation of different optimum multichannel filters by means
of the correlation theory and their frequency wavenumber characteristics, it is shown whicl
filter processes will be suited best for the signal-noise-improvement of seismic refraction measu-
rements.

Based on the results obtained in spectral-and coherence -investigations of signal and noise,
adapted seismometer arrangements are given for the application of multichannel filters in deep
seismic sounding.

With the aid of numeric treatment of simulated seismograms which are adapted to the
signal-and noise-characteristics in deep seismic sounding, tlhe obtainable signal-noise-im-
provements are cvaluated and by this the enlargement of record-distances is estimated up to
which traveltime-measurements can be made with the indicated seismometer-arrangements using
suitable optimum multichannel filters.

1 Full text will appear in Zeilschrift fiir Geophysik, 1973.
2 Institut fir Geophysik der Technischen Universitdt Clausthal. now : Bundesanstalt
fiir Bodenforschung, Hannover, B.R.D.
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MODELAGE ANALOGIQUE D’UN SISMOGRAPHE AVEC
UN SYSTEME DE FILTRES

PAR
CONSTANTIN FANTANA!

Résumé

Le calcul des filtres pour les sismographes magnétoélectriques peut étre facilité par le
modelage du sismographe avec le circuit de filtrage sur une calculatrice analogique.

Deux méthodes sont envisagées : le modelage direct du sismographe 4 base du systéme
‘classique d’équations differentielles qui le caractérise, en utilisant un filtre rejecteur et le model
ayant comme point de départ le schéma électrique équivalent du circuit pendul-filtres-galvano-
meétre.

En utilisant pour ce schéma le deuxi¢me théoréeme de Kirchhoff, on obtient un systéme
d’équations intégro-differentielles, dont le schéma de calcul est aussi présenté.

Une des méthodes modernes d’amélioration du rapport ,,signal-bruit’’
dans les enregistrements sismiques est 1'utilisation des filtres dans le circuit
des sismographes magnéto-électriques.

Mais, le choix du systéme optimum de fHtres suppose de nombreux
calculs et essais, qui peuvent étre sensiblement simplifiés par le modelage
du systéme sismographe-filtres sur une calculatrice analogique.

Le point de départ pour l'obtention du modele analogique est
1’équation de I’oscillateur linéaire amorti :

Y + 2hy + oy = P(l) (1)

transformée en ,,équation machine’ :

y= P(t) — 2hj — wly )

1 Institut de Géophysique Appliquée 78, rue Izvor. Bucarest, Roumanie.
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Le schéma de calcul correspondant est présenté dans la figure 1, ol
les éléments opérationnels ont les suivantes fonctions :

I, = amplificateurs intégrateurs
I, = amplificateurs inverseurs

Z ; = additionneurs

P, = potentiometres

Fig. 1. — Le schéma de calcul pour
Iéquation (1%).

La solution de 1’équation s’obtient graphiquement sur un enregis-
treur X — Y ou sur I’éeran d’un oscilloscope. Suivant 1’endroit de conne-
xion du celui-ci, on peut étudier n’importe quelle des valeurs y, y, ¥, repré-
sentant, dans ce cas, la réponse du pendul concernant le déplacement, la
vitesse ou l’accélération du sol.

Lafonetion P(t), représentant le déplacement du sol, peut-étre simulée
soit par une tension sinusoidale fournie par un générateur de tension, soit.
avec un dispositif spécial qui livre une tension dont la forme suit le profil
d’une sismograme.

La modification du régime du pendul se réalise simplement, en manj -
pulant les potentiomeétres qui déterminent les coefficients.

Que nous considérions maijntenant le systéme d’équations

.-. . o k .
0+ 26,0 + n30 = — Ii + Vchlelsz‘k‘zq?

1 1

2»

. . . K, .
$ + 28,0 + Mo = |/ o%ee,— 6
K,
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qui décrit le comportement d’un ensemble pendul-galvanomeétre et son
équivalent en ,,équations-machine’ :

= —250— n20—-— + Ko
11
2)
= — 269 — rigo + K'j

x '24 Ko o 24‘ iy
L = o3 €989 = [o et SN
veg 0 e

Le schéma de calcul pour les équations (2') est présentée dans la
figure 2.

L’étude analogique d’un sismographe muni d'un, ou de plusieurs
filtres, peut étre abordé en deux maniéres :

@) en branchant un filtre de résonance (de rejection) sur le circuit
pendul-galvanometre (le point A de la fig. 2).

oll on a noté:

Fig.2. — Le schéma de calcul pour les équations ".

b) en réalisant les schémas électriques équivalents du pendul et du
galvanométre, y compris le filtre (ou le systeme de filtres), aprés quoi on
établit le systéme d’équations intégro-différentielles & base du deuxieme
théoréme de Kirchhoff.
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Dans le premier cas, le circuit de rejection, constitué d’un oscilla-
teur résonant sur la fréquance parasite, se modele simplement d’aprés
un schéma similaire au celui de la figure 1,

Pour le deuxiéme, le schéma équivalent d’un circuit pendul-galvano-
metre, couplés par 'interméde d’un filtre ,,passe-bas’” est présenté dans la
figure 3.

Fig. 3. — Le schéma équivalent d’un circuit pendul-galvanométre couplés par linterméde

d’un filtre ,,passe-bas’’.

Le systéme d’équations pour ce schéma est :

1 G0 |

t
it dt — gt ip(0) &t J = u(l)
di Cp 0

0

-

L[ V i) dt — C i2(0) dl] o Ryp (ig(t) — ig(D)) = 0
Cp Lo ‘o

diy(! t ¢
Rop (1) — i) -+ Zp iyt + Lf, S50 —1—“ iy() At — S i4(0) dl] -0
di? CrLe 0
3
t t [ d
L [ S i,(nat — S is(0) dl] L, MO g L [ St iy(0) at — St i5(0) dl] =0
Cr L Jo 0 at Cy 0 0

(b t
1 “ i) dt — g i, dl] R (igl) — ig(t) ) = 0
C 0

g 0

Ryp (Ig) — (D)) + Ly 0

dig(t) _
at

qui transformé en ,équations machine” devient :

di,( t '
L, 300 _ = ig i) dat + ~-1-—S G(0) at
d! C, Jo Cp Jo
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. 1 rt. 1 (¢, .
Rop gy = — —S () df + —-ﬁS iy At + R,y i3(D)
Cp Jo Cp Jo
dig(t ) ) . 10t 1
L,IL() = — Ropig() + Rypig(t) — Zp iy (O) — *S i) Al 4 --—\ iy at
dt Cr Jo Cr Jo
o digh 1 (¢, 1t 1 (t 1t
L, —%t- = w«s L at + W—S Lty dt — Z, iyt — —‘S iWmat + —~—5 is(ty dt
zdt Cfod Cfoa v qua) CaOS)
R,yi5(0) L ﬂt‘(t)dz+ ! "(1)(11
()= — —\ i - i
og ¢, Yo 5 c So 4 (€3]
dig(!
Ly 16—()‘ = — Ry, ig(l) + Ry i5()
at
Les notations de la figure 3 représentent :
32 G2
szlll__l_ Lp=£,t=gfl~1; ROP=’CL:'('1'1"
G2 2a,n, n2 n 28, Dy
ol: #, = la pulsation des oscillations propres du pendul.
K, = lemoment d’inertie du pendul.
G, = la constante électrodynamique de la bobine du pendul.
a, = la constante de ’amortissement électromagnétique du pen-
Gt
dul; a, =
2n, K,
D,y = la constante de I’amortissement libre du pendul.

Pour le galvanométre les relations sont :

1 2a, a,
c, = N e R
2a,n, n, D,

S

Ny, Ky, Gy, ay, D,, ayant les mémes significations comme ci dessus, en se
référant cette fois aux propriétés physiques du galvanométre.
Le schéma de calcul pour le systéme (3') est présentée dans la figure 4.
Dans toutes les deux méthodes ’étude se fait en introduisant en Y,
une tensjon u(f), qui contient en outre le signal utile, aussi la tension para-
site — wu(f) = u,(f) + u,(t) — l’action des filtres étant observée dans la
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premiére méthode en suivang la grandeur ¢ (P’angle de déviation du galva-
nometre), respectivement le courant ¢g par 1a bobine du galvanomeétre, dans
la deuxijéme méthode.

Malgré 1a complication apparente du schéma de la figure 4 I’étude
du systeme se fait aisément, I’action des filtres pouvant étre suivie rapi-
dement par le manoeuvre des potentiométres qui déterminent les élé-
ments du filtre.

Les valeurs des coefficients du schéma, calculées préalablement, tran-
sformées en unités de machine, s’introduisent a I’aide des potentiomeétres,
qui se reglent sur les valeurs desirées, en mesurant les tensions & leurs bor-
nes avec un voltmeétre électronique ou numeérique,

Les schémas de caleul ci-dessus ont été modelés sur un calculateur
analogique du Centre de Calcul de I’Unijversité de Lassy.
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A COMPARISON OF PERFORMANCE BETWEEN
PREDICTION ERROR AND BANDPASS FILTERS

BY

H. GJBYSTDAL, EYSTEIN S. HUSEBYE?

INTRODUCTION

The basic difficulty in detecting weak seismic waves from distant
sources is to recognize the signals as such in the presence of microseismic
noise. Possible solutions to this problem, i. e., to ensure the largest possi-
ble gain in the signal-to-noise ratio, would either be to suppress the noise
enhance the signal or a combination of these procedures,

The large seismic arrays LASA (Montana) and NORSAR (Norway)
are mainly constructed for detecting, locating and eventually classifying
small seismic events. In these recording systems, noise suppression is
obtained by recursive bandpass filtering and beamforming (delay and
sum processing). For more details on the NORSAR array and its opera-
tional principles, we refer to papers by Bun gumet al. (1971)and Rin -
gdal etal (1972). The realtime event detector in the NORSAR software
gystem reports a large number of weak signals, but at the same time many
pure noise detections or false alarms. The problem dealt with in this pa-
per is whether more flexible analysis techniques such as predietion error
filtering (Wiener filtering), eventually combined with bandpass filters
would significantly improve the SN R of detected but not verified events,
as compared to an ordinary bandpass filter. The performance of the indi-
vidual filters would be based on criteria like computational efficiency,
filter stability and gain in SNR,

1 NTNF/NORSAR, N—2007 Kjeller, Norway.
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FILTER THEORY AND METHOD OF ANALYSIS

The filter in use in the event detection processor at NORSAR for
additional noise suppression on the array beam level is a digital, recursive
3 rd order Butterworth bandpass filter. Presently, the 3 dB corner frequen-
cies of this filter in the array’s on-line system is 1.2 and 3.2 Hz, and in
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Fig. 1. — Exmaples of filtering a seismic record with BP and PE filters.The lower

part of the figure shows the response of the two filters used, and gives the power gain in

dB as a function of frequency. The noise power spectrum shown in the same diagram
is given in dB relative to Inm?/Hz at 1.0 Hz, using the left vertical scale.
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average the gain in SN E amounts to around 8 —16 dB depending on noise
level fluctuations. The response and usefulness of a BP-filter is demonstra-
ted in figure 1.

Another class of filters are the so-called Wiener filters which find wide
applications in seismic prospecting. The prediction error filter (PE) is a
special type in the group of Wiener filters, all of which are built on the
principle of minimizing the energy or power between the actual and desi-
red filter output. This leads to a set of normal equations from which the
corresponding set of filter coefficients may be calculated . In case of the
PE-filter, it is constructed to predict, with the smallest possible error, &
future value of the input trace on the basis of its time history. This error, i.
e., the difference between the predicted and the observed value at time ¢,
defines the output time series of the filter. In short, the PE —filter is built
upon the statistical properties of the input, the output being expected to
be small as far as the assumption of stationarity remains valid. Consequen-
tly, the filter tends to suppress inputs possessing the same statistical pro-
perties as the time trace from which it fis constructed. Time and frequency
domain response of a PE-filter is shown in figure 1. For further details
on the theory of prediction error filters, wereferto Robinson,Trei-
tel (1967) and Douze (1971).

The aim of this work is as mentjoned to investigate whether the PE-
filter can be used to further improve the SN R of small teleseismic events.
The requirement of computational efficiency at a large array restricts the
analysis to a single time series, e.g. the array beam . Claerbout (1964)
has shown that in the n-dimensional case the computer load is proportional
to n? while the gain in SN R relative to that of a single trace was dubious.

The first step in analysis was to optimize the design of the filter as
its performance depends on the prediction distance «, number of filter
coefficients and the length of noise interval used for autocorrelation esti-
mation, In order to evaluate the bandpass and prediction error filter per-
formance it was deemed preferable to work in the frequency domain and
use synthesized signal and noise models (fig. 2). The shape of the noise
spectrum is rather invariant with respect to time while absolute power
fluctuations exhibit large seasonal variations. To compensate for this
effect the filter gain is measured relative to that of the unfiltered traces.
The signal spectrum shape is also assumed to be invariant, while the peak
signal frequency is varied from 0.5 to 1.8 Hz in steps of 0.1 Hz.
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(m), and number of filter coefficients (n). The values are in dB relative to the maximum value.

Two of the parameters above are kept constant in each case ; the values used are @ = 1 sample,

m = 400 samples, and n = 20. In addition, the second diagram shows the graph for * =5
samples.
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RESULTS

The results of the optimum design analysis of the prediction error
filter are displayed in figure 3, which shows the variation of SN R with
different values of the filter parameters for an earthquake in Kamchatka
05/13/72. It is noticed that a prediction distance of 1 or 2 samples gives
the best filter performance. For increasing distances « the filter perfor-
mance deteriorates rapidly, which means that the PE-filter distortion of
the input trace diminishes correspondingly. The length of the noise trace
required for autocorrelation ecalculations stabilizes at 300—400 samples
or 30 —40 s either a prediction distance of 1 or 5 was used. The number of
filter coefficients needed is not critical as long as a minimum number limit
of ca. 5 is exceeded. Analysis of other P-signals shows essentially the same
picture. The effect of increasing the filter coefficient is to produce ripples
on the response curve.

The essential feature of the PE-filter is noise whitening, as easily
seen in figure 1. The seismic noise decreases rapidly with increasing freque-
ncy, and the filter response increases correspondingly, resulting in an in-
crease in the high frequency noise of the output. Removal of this noise
is obtainable by adding constants to the autocorrelation function at zero
lag (Douze, 1971), or combining the PE-filter with a suitable band-
pass or lowpass filter as preferred by the authors.

From the above discussion it is clear that the PE-filter would give
a satisfactory gain in SN E only for P-signals which are well separated from
the noise in the frequency domain. This has been verified by analysis of
the synthesized noise and signal models shown in figure 2. The results are
displayed in figure 4 and imply that we always may define a bandpass
filter having larger gain in SN R for short period P-waves as com-
pared to the prediction error filter. Time domaijn analysis of real
signals also proved certain BUP-filters to have superior performance
relative to that of PE— BP filter combinations. However, Claerbout
(1964) in a similar investigation found, contrary to the authors, that the
PE-filter gave larger SN R improvements than the BP-filters. The latter
results seem to be due to exceptionally large signal and noise sample sepa-
ration in the frequency domain,

DISCUSSION

In the previous section we dealt with filter performance in terms of
SN R enhancement. For routine analysis of seismic signals the computa-
tional efficiency of the filtering process is important. It should be mentio-

13 ~ ¢ 6
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ned here that constructing and actually applying a PE-filter of 20 coeffi-
cients to a recorded P-signal required approx. 30 s of computer tilme on an
IBM 360/40. Without discussing in detail different types of digital seis-
mie processing systems, we would remark that in the case of the NORSAR
array, the performance of bandpass filters is superior to that of the predie-
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tion error filter for reasons of flexibility, computer efficiency and SNR
enhancement,.

Finally, we would like to forward a few comments on the implica-
tions of gain in SN R and thus improved seismic event detectability. This
is most easily seen through the earthquake occurrencerelation (Richter,
1958) :

logiy N=a — b - my

where N = annual number of earthquakes in a given area, a and b are
constants (b ~ 1.0), and m, = P-wave magnitude.

A certain gain in SN R (in dB) is easily converted to magnitude units
(2 dB = 0.1 m, unit), and a possible extension of the above equation is :

log (N + dN) = a — b(my — dmy)

Solving the above equations with respect to increments in N in per cent
gives

dN
210%™ — ) for b =1
N

Let us assume that the distribution of dominant P-signal period (say
T in the magnitude formula) is known for earthquakes recorded at an arbi-
trary station. Combining this information with potential gain in SNE
relative to that of routine seismometer or array operation, it would be pos-
sible to figure out the corresponding improvements in the station’s eveng
detectability. Such studies may also be regionalized if deemed necessary
for specialpurpose seismic surveillance,
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CORRELATION OF THE MAGNITUDES my,
BY INSTRUMENTS WITH DIFFERENT FREQUENCY RESPONSES

BY
1. V. GORBUNOVA!?

Abstraet

Results of analysis of magnitudes my, by instruments with different frequency respon-
ses are presented. It is shown that values of particle velocity A/T depend on a wave period.
Maximal values of particle velocity A/T in P wave correspond to periods of 2 1o 8s. Cor-
rections to earthquake magnitudes determined by short-period instruments of SKM-3 type
and long-period ones of SKD and P—E types in relation to magnitudes determined by standard
medium-period instruments of SK types are received in dependence on earthquake intension
and P wave period. -

Results of comparison of magnitudes m,, determined in CSO ,, Ob-
ninsk” by short-period instruments of SKM —3 and Benioff types, medi um-
period ones of SK type and long-period ones of SKD and P—E types are
presented here. Frequency responses of these instruments are shown in
figure 1.

Analysis of P waves. In connection with determination of magnitudes
m,,, analysis of maximal values of 4/7 in P waves has been conducted.
By each type of the instruments, independent measurements of maximal
amplitudes and appropriate periods have been done in different parts of
P wave spectrum and values of , arrival times of maximal phases 4/T,
have been marked.

T = WA Tar — Ly,

1 Central Seismological Observatory ,,Obninsk”, Institute of Physics of the Earth, AN
USSR.
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Fig. 1. — Frequency responses of registering instruments:
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5, P-I (by Press-Ewing).

WA|T) .. being arrival time of maximal phase of (4/T) in P wave, t, =
arrival time of P wave, A = amplitude, 7' = period.

Examples of P wave records and measurements of A, T and v are
shown in figure 2.

Values of ~ for different instruments are shown in figure 3 in conven-
tional symbols. As one can see, T changes in dependence on earthquake
magnitude and a type of registering instrument. It changes from 2 g,
when M = 4.5 to 5, t025s, when M ~ 7. By SKD and Press-Ewing inse-
truments the value v for some strong earthquakes reaches 30—35 s. In
figure 3a one can see that for 75 per cent of P wave records by instruments
of SKM —3type maximal values of 4/7 dispose in the range of 5 s from P
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d, 30 November 1967, 7h, M = 7 Yugoslavia;
¢, 21 November 1969, 02h, M = 7.7 Indonezia.
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Fig. 3. — Distribution of quantity v in dependence on earthquake magnitude and

registering instrument;
1, SKM.3, 2, SK; 3, 8KD: 4, P-E.

wave onset. Values of ¢ increase when turning to P wave records by more
ong-period instruments.

As a result of analysis of values of = a conclusion has been made that
in great majority of cases maximal values of A/T are observed in the range
of 2 to 20 s from the beginning of a wave arrival. Therefore, when deter-
minjng the magnitude, the choice of P wave section with (A4/7),,, has been
done in the limits of 2 to 20 s independently of a quantity of extrema from
the beginning of the record. In each individual case, possible arrivals of
P¢P, pP and sP waves have been allowed for at certain distances.
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Calibrating funetions. Magnitude determinations have been carried
out by all the types of instruments with the use of a standard calibrating
curve,

The magnitude has been determined by the formula :

Mpp = (A/T)pgz + ©

being an unified calibrating curve corresponding to instruments of
SK type (Vanek et al., 1962). Proceeding from the assumption that
earthquake magnitude should be the same independently of an instrument
used, that is

miw = m;';

(¢ being SKM, SKD or P—E), differents in values of m,, are explained by
ealibrating functions for different types of instruments.

A calibrating function value is

gl =0+

where
2k

o= miy — mb =log (A/T)SE — log(4/T)},,,
For construction of the calibrating curves, records of earthquakes from dif-
ferent parts of the globe (with foci in the crust) in the range of epicentral
distances 20° to 90° and that of magnitudes 4.2 to 7.5 have been used.

Averaged calibrating curves are shown in figure 4, where a calibra-
ting curve o for medium-period instruments (SK) is given for comparison.
When comparing the calibrating curves, we see differents in values of
AT in records by short-period, medium-period, and long-period instru-
ments.

For SKM we see that the difference is less for weak earthquakes at
small distances. With increasing earthquake magnitude this difference
increases. A mean value of the quantity « for earthquakes with magnitu-
des in the range 5.5 to 6.5 has been found to be equal to 0.14-+0.03 and
for earthquakes with M > 6.5 it has been (.28 4- 0.09.

For SKD instruments with the same frequency response, which SK
instruments have in the period range of 0.2 to 10 s, and further the table-
shaped one prolonged to 20 s, differents in values of 4/ T do not exceed
determination errors of these quantities. For the range of magnitudes 5.5
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< M<6.5 the quantity o equal to 0.0440.04 and for earthquakes with
M >6.5, « = +0.031+0.03. S

In the obtained results, our attention is attracted by the fact that
inspite of large possibilities of SKD instrument in comparison with those
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Fig. 4. — Calibrating funclions.
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of SK jn regard to registration of long-period P waves from strong earth-
quakes (with M >6.3) we have the same magnitude by the both instruments.
For periods T'<<1¢9 s (frequency response of SK)

o = 0.01 4 0.02,

for periods T >10 s
@« = —0.03 £ 0.027.

Difference in magnitudes by these instruments is within the limits of deter-
mination errors of these quantities. However, a negative value itself
of « for T, > 10 s, that is for strong earthquakes, indicates some (insigni-
ficant in the specified case) but systematic lessening of magnitudes by
SKD instrunents at long periods.

When comparing calibrating curves for SK instruments and long-
period P—E ones, we again sce similar pieture as when comparing calibra-
ting curves by short-period and medium-period instruments. The quantity
for earthquakes registered by P—E instruments with magnitudes 5.5 <M
< 6.5 is equal to 0.08-+0.03 and for earthquakes with I/ >86.5 it is
0.25+0.65.

The conducted analysis of « dependence on a registered wave period
for different magnitude ranges has revealed significant variations of the
quantity.

TABLE 1
5.5< M<G6.5 M>6.5
Tp<10s | 10< 7,20 ‘ Tp>20s T<20s Tp>20s
v o
0.05-20.048  0.13--0.056 ; 0.1740.020 | 0.23-£0.083, 0.3320.05

The range of P wave periods, for which the quantities were determi-
ned, has been chosen to mateh frequency responses of the instruments.
All the earthquakes, for which P wave periods were 10 s both by SK and
Press-Ewing instruments, have been selected into first group. Earth-
quakes with 7, > 10 s by SK and P —E have been included into the second
group, and into the 3d one those with periods by SK over 10 s and by P—E
over 20 s. For earthquakes with M >6.5, the ranges of periods T, have
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been determined by P—E, though by SK the periods had significantly
less values.

The analysis of « values has revealed that within the same interval
of magnitudes, difference in the inagnitudes by the two instruments is
determined by P wave period. In connection with the obtained results of
such a nature, P wave periods have beenanalysedin regard to their change
with epicentral distance and in dependence on magnitude : spectral
distribution of particle velocity (4/7) of P waves have been drawn.,

Change of P wave periods with distance. Periods associated with
maximal values of 4/7 in P wave have been considered (fig. 5). Dependence
of period change on distance is poorly manifested and can be written by the
next equation (level of confidence 959,)

(SKM) T =0.0006(0.0002-0.0014)> + 1.36(1.31-+-1.41)
(SK)T =0.016(0.00093--0.034)° - 4.5(4.1 = 4.9)
(SKD)T =0.024(0.0043-0.053)° + 5.6 (5.0--6.2)
(P—E)T =0.024 (0.019=0.056)° + 10.6(9.7 = 11.6)

Dependence of P wave periods on a registering instruments type is
seen very clearly.

Dependence of the period 7', on earthquake intensity. 7, = f(M)
for the three types of instruments is shown in figure 6, where again the
level of disposition of curves of the dependence determined by frequency
responses of registering instruments is first of all striking. One can see a
tendency of a faint increase of T, with earthquake intensity, the tendency
being more distinct for earthquakes with magnitude over 7,

Distribution of 4/7 = f (T). Dependences A/T = f(T) by data of
SKM, SK, SKD and P—E instruments have been plotted on a graph in
a double logaritmic scale for the following magnitude levels :

M < 5.5; 5%, <M < 6Y,; 6Y,<M < 6%,; 63,<M <7Y,, then

values of A/T have been averaged for particular periods. The graph cons-
tructed in such a way (fig. 7) characterizes spectral distribution of the par-
ticle velocity 4/7T in the period range of 0.5 to 30 s.

Analysis of A/T = f(T) distribution helps to explain the difference
in « values in dependence on earthquake magnitude, registering instru-
ment, and P wave period.
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First of all it should be noted that maximal values of the particle velo-
city A/T correspond to periods from 2 to 8 5. This period range corresponds
to the frequency response of instruments of SK type.

P waves with periods of another frequency range do not give maxi-
mal values of the magnijtude m,,. For short-period instruments, the magni-
tudes would be close to maximal ones at periods corresponding to the right
slope of their characteristics, while for long-period ones, on the contrary,
to the left slope. Magnitude values determined by P waves at periods of
0.8 to about 2 s by SKM and P waves at period of 10 to 30 s by SKD
and P—E should be corrected for.

By this means corrections introduced into a magnitude value depend
on spectral composition of a wave and an instrument, characteristic. A cali-
brating curve should correspond to P waves of a certain period.
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Correlation of m,, by the short period SKM and Benioff instruments.
Comparison analysis of m,, values determined by SKM-—3 and Benidff
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Fig. 7. — Distribution of A/T = f(T) for the [ollowing magnitude levels:
1L, MK51/2; 2,534 < MKO61/4; 3, 61/4 < MH3/4: 4, 63/4 < M7 U

instraments has been carried out on the basis of experimental data. Re-
sults of the comparison for 120 earthquakes are given in figure 8.
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A systematic difference corresponds to heightening of m,, values by
SKM —3 instruments as compared to those by Benioff ones by hundredths
of magnitude unit. In some cases the deviations can reach 0.3 of magnitude
unit for earthquakes with M >6.5. Insignificant heightening of the values
by SKM can be explained by the fact that frequency response of these
instruments has a table-shaped part at periods of 0.7 to 1 5. As may be
seen from figure 8a, P wave periods increase with earthquake magnitude,
this increase being realized by SKM instruments to a greater extent. With
the wave period increase, (4/T),q, in its turn, also increases nearing to
A|T distribution maximum,
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INTERPRETATION OF SEISMOLOGICAL
RESULTS

THEORY

THEORETICAL MODEL FOR THE PROCESS OF UTNDERGROUND
EXPLOSIONS. CONTRIBUTIONS TO THE PROBLEM OF THE
SEPARATION OF LARGE EXPLOSIONS FROM EARTHQUAKES

BY
DUMITRU EXNESCU, ANCA GEORGESCU, DUMITRU JIANU, I0ANA ZANMARCA

Abstraet

The theoretical model of source described in this paper is resulted by combining three
unequal couples without moment ; farther each couple is combined with a simple force, whose
intensity is also dependent on the direction in which this force is acting.

This model tries to explain not only the process of explosion radiation of both P and
S wave types, bul also the co-occurence of Lhe two anaseismic (compressions) and katascismic
(dilatations) meotions in the P-wave.

In the last part of this paper a few cxamples of large underground explosious are
given, whose mechanism may be satisfaclorily explained by mecans of the theorelical model
presented in this paper.

INTRODUCTION

In order to study the mechanism of underground explosions, several
theoretical models of point or volume sources have been imagined, models
by which one has tried to solve the different problems of the explosion
process in rocks.

1 Institute for Applied Geophysics, Departament of Seismology and Seismomelry,
5, Cutitul de Argint st. Bucharest 28, Romania.
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In this way, the explosion generating only longitudinal waves has
been modeled either by combining three equal couples without moment
and mutualy perpendicular (Love, 1952; Keylis-Borok et al,
1957) or with the help of spherical source, on whose internal surface acts
a uniformly distributed pressure (Sharpe,1942;Enescu,Cindea,
1971).

The radiation, by explosions, of both longitudinal and transverse
waves, has been modeled ejther by combining three unequal couples
without moment and mutually perpendicular (Ingram, 1960; Enescu,
1963, 1964) or by means of finite length cylindrical (Heelan, 1953;
White, Sengbush, 1963) and rectangular (Gupta, Kisslin-
ger, 1964) sources. Recently, other authors like Alterman, Abra-
movici (1967); Hudson (1969 a, 1969b); Douglas et al. (1971)
have brought important contributions to model explosions and earthqu-
akes by means of point sources radiating both P and S waves,

The theory of seismic sources, by means of which underground ex-
plosions have been modeled, shows that the first motijon in the P-wave
should be anaseismic (,,from the source”) in all the propagating direc-
tions of this wave. As it is known, in the case of earthquakes, the first
motion in the P-wave is anaseismic in some directions and kataseismic
(,,sowards the source’) in other directions. Hence has resulted one of the
main criteria in the separation of underground explosions from earthquakes.

But seismic records of some underground explosions have proved
that the first motion in the P-wave may be, as in the case of earthquakes
an anaseismic motion at some stations and a kataseismic motion at other
stations.

Consequently, the first motion criterion — one of the earliest crite-
ria proposed for seismic indentification of explosions and earthquakes —
has proved to be insufficiently conclusive.

This criterion has been found to have a lesser degree of certainty as
it has been observed that for some earthquakes the first motions in the
P-wave are anaseismic at all stations (St auder, 1960). But it has been
shown (Keylis-Borok, Malinovskaya, 1962) that these cases
seldom oécur and they are possible when the forces acting in the focus have
such directions that all the stations find themselves in one of the quadrants
characterized by anaseismic motions,

In this paper we present a theoretical model of source by means of
which we try to provide a more complete solution for the mechanism of
underground explosions. This model tries to explain not only the process
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of explosion radiation of both P and § wave types, but also the co-occu-
rence of the two anaseismic and kataseismic motions in the P-wave,

FORCES PATTERN ACTING IN SOURCE

As it is known, the source consisting of three equal couples without
moment and mutually perpendicular (centre of dilatation) has a perfect
spherical symmetry, due to the fact that the intensity of forces acting in
it is the same in all directions.

The source analysed by Ingram (1960, 1963) and Enescu?
has in fact no spherical symmetry, but it represents a particular case since
the asymmetry of forces refers only to the direction and not to the sense of
forces. That is, the intensity of the force acting in the 6 direction is equal
with that acting in the 0 4+ =« direction,

In fact, due to the shape of explosive charges and especially due to
the physico-geological conditions in which the explosions take place, the
pattern of forces generating seismic waves is much more complicated. A
good discussion of some of the phenomena related to explosive sources is
given by Wright,Carpenter (1962). They consider that the explo-
sions may generate S waves too, due to the strong asymmetries of the for-
ces acting in source, the cause of these asymmetries being the Taylor’s
instability mechanism.,

y y

8 b

Fig. 1. — Coupie without moment (a) and couple without moment combined with
simple force (b).

It is known that a couple without moment (fig. 1a) is associated with
a symmetrical breaking and a couple without moment combined with a
simple force (fig. 1b) produces an asymmetrical breaking (Keylis-
Borok etal, 1957).

2Enescu D. Curs de seismometrie si prospectiuni seismice. 1963. Inst. Petrol,
Gaze, Geologie. Bucuresti.
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Acecording to the facts mentioned above, we consider that the theore-
tical model which better corresponds to the process of seismic waves gene-
ration by explosion is the source resulted by combining three sources of
different intensities, like that source type represented in figure 1b. That

zZ

Fig. 2. — Source resulted by combining
/ X three unequal couples without moment ;
farther each couple is combined with

a simple force.

is three unequal couples without moment are combined ; farther each couple
is combined with a simple force, whose intensity is also dependent on the
direction in which this force is acting (fig. 2).

EQUATIONS OF THE DISPLACEMENTS FIELD

The solution of the wave equation, given by Love (1914) and
transformed by Keylis-Borok (1950), for waves generated by a
simple force y(¢{) which is applied at the origin of the coordinate axes,
according to a certain direction g, has the form :

0 1 91 r roo r
Upyp= — 1~ et~ —j+—Qlt——| |+
’ dmp | dgom Vp Ve Ve

1 ar  Or r .
+ = = x| (1)
rvi dm dq Vp

: cos (mgq) — oo x(l—-i— ’ (2)
rvi om  0q Vs
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where :

U\ and U are displacement components in the m = x, y, ¢
direction.in P and respectively § waves, generated by
_ a first order source (simple force),

P is the density, '
r = JazLy2tz2 is the distance from the source to a certain
point in the medium, the characteristics of this point being the
Uy, and U,)s quantities, V, and Vs are the propagation
velocities for longitudinal and transverse waves generated by source. i

In the relations (1) and (2) it was considered :

. L ety .
Q) = S S 7 (L) a4t dt; Uy = %9_

o {

Love’s multipole theory and the superposition principle have allo-
wed us to derive by means of the relations (1) and (2), the following equa-
tions of the displacements field in > and § waves generated by the source
shown in figure 2 :

Usrr Uyps Unr = [ ysa (5 Y, 2) [bz@(x +1Qq p) + by y(y + r Qpy) +
mVir

P

bz Q)] % |- —- ®)
i

U.’G‘Sy Uu.S: Uz,S = i ‘_n 1 [(b:.‘C, b’yyy sz) 1'2—(1, Yy ,Z) (b_txg ':_ byy2 + bz:Z) i (4)
dwphgr .

£ (0,7Qs, byrQy.s b1 Qe £ (3, 4,2) (bpxrQe.s + byyrQy,s + b;7rQs.0)) /(l - Tr:)v
where :
a, represents the amplitude of the simple force y(¢) acting along
the ¢ = =, y, 2 axis, and
b, characterizes the intensity of the couple without moment
acting alohg the ¢ = @, y, 2 axis.
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With @, s and @, we have noted the expressions :

In the calculations made in order to obtain the relations (3) and (4),
1
we have neglected the terms decreasing with r—"; n>1.
Let z, y, z be the directions East, North and Zenith for the second
coordinate system of axes which is considered. As it is known, the relations

between the first system of axes (Owyz) and the new one (Ozy 2), may be
expressed, by means of direction cosines, as follows :

x Qg Oy Oy x

(Q) = (p:’ By Bz) (y) (6)
z Yz: Yy Yz z
z Uz Bas Y + )
v = (“w Bys Yy Y
z % Ba Ya z

The displacements corresponding to the SH and SV components of
the transverse wave, may be found using the following relations :

or

> (-> ->)
o TXzZ 2 I x(r Xz > Py
Usu = 1> > Us; Usy = > > > 1" Us ®
| F X 24 X (r X zg) |
where :
i . . .
2, is the unit vector to Zenith;
- o d —_
r X 2, 18 a vector perpendicular to U, and Z;
- - -

r X (r X 24) is a vector perpendicular to U, and Ugg.
From the above relations, it results :

1

Ugg = ——————
47p Vgr2 Vre =z

[bx(x & rQe.8) (WY, — 2vy) + by(y + rQy.s) (2yz — zv,) +

+bz(z:{:er.S) (ny—ny)] .X (t_—vr_—)' (9)
S
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1 _
Ugr = E‘Evgf—av;ﬁ {Z [zb(z & 1Qus) + Yby(y £ rQu.s. S) + 2by(z £ Q. 5)] —
—r? [Yoba(x L1 Qs 8) T Yyly (W1Qus)+Yibr (2£7Qy.5)] } 7 (l - “L‘) . (10)
N P
Usp = bez[ & rQqp)l + byy [y & rQu.p ] -F b7 [= o 1Qs.p] yle- = (1)
an V3rd Vp
If
Qs = Qpp =0
and

the equations (9) — (11) become :

; : - b r
Usg=Usr =0; Up= Two Var pd (l - "7;) (12)
The relations (12) express the displacements field produced by the
well known source — the centre of dilatation.
It
Qus = Qop =0
and
by == bu * by
the equations (9)—(11) are the same as those obtained by Ingram (1960)
for the source formed by three unequal couples without moment and
mutually perpendicular.

NODAL SURFACES IN THE S-WAVE

As it can be noticed from the relations (9) and (10) the displacements
Usy and Uy, cancel if the following conditions are fulfilled :
for the SH wave

be(x £ rQy8) Wy — 2yy) + by (Y £ rQy.5) (Y2 — xy.) + b, (z £ rQpg) (Xyy—Yyyz)=0 (13)
for the SV wave

z [xby(z + rQs.5) + yby, (¥ £ rQ‘y,S) + zb, (z + rQ..8)] — r? [yghs (z & rQgg,) +
+ by (¥ £ Q) + Yaby (F £ 1Qp9)] =0 (14)
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It is known that :

x = r sin i, sin o ; g} = rsin i coso; t=r cos ip (15)
where :
% is the azimuth
i, i the incidence angle at the source.

With the relations (13) — (15) we performed the nodal lines Ugy = 0
and Ug- = ¢ for four series of values of the parameters b, and @,s. These
nodal lines are represented in a Wulf projection in figures 3 —6. As it can
be seen from these figures, the shape of the nodal lines Uy = 0 varies little
relative to the change of the parameters b,and ), c. But, the shape of the
nodal lines Uy, = 0 is interesting and depends more on the source asymme-
try defined by parameters b, and @, ;.

NODAL SURFACES IN THE P-WAVE

The displacement Up cancels if the following condition is fulfilled ®.

b:,:.‘l)[.r + rQJ:.R] + buy [y + rQu.T] + bz [z £ er.Pl =0 (16)

I
Qep = Qpy,=QLp=0
it results
| bya? + byy? + b7 =0 a7

The particular case represented by the equation (17) is nothing else
but the nodal surface of the P-wave for the source analyzed by Ingram
(1960). Concerning the earthquakes, Ingram (1960) considers that the
parameters b, b, b, may have different signs. Forinstance, the most
simple case b, = 0, b, = — b, represents one of the theoretical sources
(Honda, 1957) equivalent to the earthquakes foci.

In the case of underground explosions, the quantities b,, b,, b, must
have the same sign, more exactly all these quantities must be positive.
If b, >0, b, >0, b, >0 the equation (17) represents an jmaginary cone.

3 The cancellation of the displacements Up, Ugg and Ug, for r = 00, has no impor-
tance for Llhe problemns dealt with in this work.
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Fig. 3. — Nodal lines Ugy = 0 and Ug, = 0 computed for b, =9, b, =3, b, =2,
Qs = 1/3, Qyg=203 Q,q= 112

N

Fig. 4. — Nodal lines Ugg =0 and Ug, =0 computed for p,=9, b, =3, b = 2
Qus=1 Qys=1 Q=1
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H
Fig. 5. — Nodal lines Ugg =0 and Ugy, =0 computed for b, =3, b, =9, b, =2,
Qz,S =3, Q‘U.S = 1/3a Q 2,8 1/2-

x

e Gy 0
Yo <0

Fig. 6. — Nodal lines Ugy =0 and Ug, =0 computed for b, =9, b,=3, b, =2,
Q:c_S = 1/3’ QV.S =3, Qz's = 2.
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Therefore, in this case, the displacement Up cancels only at the orjgin.
Hence, it results that the source analyzed by Ingram (1960, 1963) and
by Enescu? cannot be considered a theoretical model of underground
explosions, for which the first motion in the P-wave is anaseismic at some
stations and kataseismic at other stations.

Fig. 7. — Nodal lines Up=0 computed
for b, =9, b, =3, b,=2; the lines
(1) are computed for Qz'le, QV.P=1, N
Q, p =1; the lines (2) are computed for
Qop =113, Qup=2/3, Q,p = 2; the
lines (3) are computed for Q.-:.P = 1/3,
Cup=3 Qp=2

Maintaining the conditionregarding the positive sign of the parameters
b,, b,, b,, we have tried to compute the nodal lines by means of the equa-
tion (16) for values of the parameters @, , different from zero. We have
noticed that for small values (more precisely for values smaller than the unit)
of the parameters ¢, », the nodal lines are in fact imaginary too. The compu-
tations show that if one or two of quantities @, , are equal or greater than
unity the equation (16) represents a real surface. In order to exemplify
this, we have computed the nodal lines U, = 0 for three series of values
of the parameters @, » and we have represented them in a Wulf projec-
tion (fig. 7).

The values of the quantities b, and @,p, for which the nodal lines
were computed, characterize source with strongly asymmetrical distribu-
tions of forces. Couples with moment, of the type of those acting in the
foci of the tectonic earthquakes, shall appear if only one of the quantities

4 Op. cit, p. 2.
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Q.r (and Q,5) is equal of higher than unity. These asymmetries and,
implicitly the presence of certain couples with moment, are practically
possible, if we admit that the forces responsible for the generation of seis-
mic waves, in the case of strong underground explosions, are on the one
hand explosive forces and on the other hand tectonic forces (reactivated
by the explosive forces). We refer to those reactivated tectonic forces in
the explosion cavity zone which are superposed on the explosive forces.
Therefore, the forces distribution shown in figure 2 must be, the result of
the superposition of those two kinds of forces. We do not make a mistake if
we consider that things happenasif these two kinds of forces are summing up.
The explosive forces are known to generate seismic waves, It is known that
by making more active the tectonic forces these produce seismic waves t0o0.
At the seismological observatories, waves resulted from superposition of
the waves produced by explosive forces with those generated by reactivated
tectonic forces will be recorded. Therefore, according to the superposition
principle, the distribution of forces acting in the source may be considered
as resulting from summing up the two kinds of forces.

From the point of view of the relative weight of these forces,we
can distinguish the following three more important categories :

I) The explosive forces do not reactivate tectonic forces, or, if they
do, the latter ones are so weak that they might be neglected. Because, in
this case, the seismic wave generation is due to explosive forces only, the
theoretical model of the real source is that shown in figure 2, if we consider
that @, , (and Q,.) quantities are very small or even null. In this case
the equation (16) does not represent a real surface.

The cases in which the explosive forces reactivate tectonic forces
may be included in this category too, but the tectonic forces act only after
explosion and produce aftershocks, whose mechanism is similar to that
of the tectonic earthquakes. In these cases too, the mechanism of genera-
ting the main shock is determined only by the explosive forces,

2) Another category is that in which the explosive forces and the
reactivated tectonic forces are superposed and they have comparable
weights. In such cases we can neglect no one these two kinds of forces,
As it has been shown above, this summing up may lead to a strongly asym-
metrical distribution of forces. The quantities ¢, » (and @, <) may become
great enough, so that the equation (16) should represent a real surface
(fig. 7).

3) The reactivated tectonic forces can have a weight much greater
than the explosive forces. From the viewpoint of the generating mechanism,
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the explosion may be easily taken for a tectonic earthquake. If there are
cases in which the weight of the explosive forces may actually be conside-
red negligible as against the weight of the reactivated tectonic forces, then
the theoretical model equivalent to the real source can be obtained from
the model shown in figure 2 too, for which b, = 0, b, = — b, and Q,c =
Q, » = 0. In such particular cases, the nodal surface expressed by the equa-
tion (16) degenerates into two real mutually perpendicular planes. This
is in fact, the theoretical source equivalent to the tectonic earthquake
foci (Honda, 1957).

Like the explosions of the first category, the explosions of the second
and the third categories, may reactivate tectonic forces responsible for gene-
rating aftershocks, whose mechanism is similar to that of the tectonic
earthquakes. Aftershocks are frequent only if the larger explosions are
considered. In this paper, we are dealing especially with those tectonic for-
ces which, fdue to their superposition with the explosive forces, take
part in the mechanism of generating the main shock (the underground
explosion).

The assumption, that the underground explosions may reactivate
tectonic forces is not recent ; it is at least as old as the first underground
explosion (McKeown, Dickey, 1969). In seismological literature
many examples of underground explosions are given which have reacti-
vated tectonic forces in the epicentral zone, in its neighbourhood or even
in remote areas from it, too(Brune,Pomeroy,1963; McK e o wn,
Dickey, 1969; Hamilton, Healy, 1969; Bucknam, 1969).
The accumulated nuclear explosion experience indicates that the most
explosions fit into category 1, a few fit category 2, and there are no known
explosions of category 3. We have included the third category, because
we have considered it theoretically possible.

There are no known instances in which the total seismic wave ener-
gy (the sum of P, §, Rayleigh and Love waveknergies) from tectonic encr-
gy release exceeded the total seismic energy produced by the explosions
alone.

APPLICATIONS. EXAMPLES

In order to show to what extent the theoretical model described in
this paper is able to solve the problem of the mechanism of seismic wave
generation by means of underground explosion, we have analyzed the data
of the first motions in the P-wave for 28 explosions; 14 explosions deto-
nated in Nevada, 11 explosions detonated in Kazakhstan and 3 explosions
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detonated in Sahara. Only 10 of these explosions have provided suffi-
cient data allowing to conclude about the sign distribution of the first
motions in the P-wave.

Most of the studied explosions belong to the first of the three catego-
ries mentioned above. Further on, we present some examples of underground
explosions which try to illustrate the validity of the classification made
in the previous chapter.

The ,,Bilby” explosion was detonated on September 13, 1963 at
17°00™00°, 13 GMT, in Nevada. As one can see in figure 8, this under-
ground explosion belongs to the category in which the generation of seis-
mic waves is due to explosive forces only. The possible tectonic movements
which are produced by explosive forces were either negligible or produced
at shorter or longer time intervals after the explosion process. M ¢ Keo wn
and Dickey (1969) show that the ,,Bilby” explosion was followed by
several seismic events, among which 8 were produced near the Yucca fault.

The ,,Benham’ explosion was detonated on December 19, 1968 at
16"30™ GMT, in Nevada. The observational data regarding the first mo-
tions in the P-wave certify that this explosion belongs also to the category
in which the explosive forces alone are responsible for the generation of
seismic waves., However, the explosive forces reactivated tectonic forces,
which produced a great number of aftershocks, whose mechanism is simi-
lar to that of the tectonic earthquakes (Hamilton, Healy, 1969).

The explosion which was detonated on February 26, 1967 at 03"
537"58° GMT in Kazakhstan, in the Semipalatinsk Region, belongs also
to the first category (fig. 9), together with the two explosions mentioned
above. We have no data showing whether the explosion was followed by
seisnlic events due to the tectonic movements activated by explosive forces.

A few ,dilatations’ were observed in the case of these explosions
(fig. 8, 9). They were caused either by errors due to the lack of recording
the first motions in the P-wave at the respective stations, or by changes in
the process of wave propagation, Whatever the cause of these few anomalies
might be, all of the three explosions mentioned above might belong to that
category of explosions, in which the distribution of the signs in the first
motions of the P-wave is the classical one : the first motions are anaseis-
mic at all the stations.

Among the studied cases, we found certain explosions whose relati-
vely great number of first kataseisimic motions cannot be assigned only to
the misinterpretations of the seismogram or to certain factors belonging
to the propagation process, but also to the mechanism of the wave genera-
tion in source .
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&
Fig. 8. — The explosion ,,Bilby” detonated on September 13, 1963 at 17% 00™ 00° , 13
GMT in Nevada; M = 5—5,25:

1, Compression; 2, Dilatation.

S

Fig. 9. — The explosion detonated on February 26,1967 at 03* 57™ 58  G.iT in Kazakh-
stan; M = 6.6

15 — ¢. 6
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The explosion on April 29, 1967 was detonated at 04"07™58° GMT
in Kazakhstan, in the Semipalatinsk Region. The mechanism solution
of this underground explosion is presented in figure 10.

The explosion on October 20, 1963 was detonated ar 12" 59™ 59°
GMT in Sahara. For this explosion we have presented two possible mecha-
nism solutions (figs. 11, 12).

| Fig. 10. — The explosion detonated on
; April 20, 1967 at 04® 07" 59° GMT in
/ Kazakhstan ; M = 6,3.

The observational data concerning the four explosions for which we
have presented the mechanism solutions have been taken from seismic bul-
letins prepared by well known international centres ISC % and BCIS S,

Comparing the shape of the nodal lines from figures 10 and 11 with
that of the nodal lines from figure 7, one can see that these two underground
explosions may be included in the category in which the responsible forces
for generating seismic waves are the result of the superposition of the ex-
Plosive forces with tectonic forces (the second category — see previous
chapter).

It is very likely that the Sahara explosion released considerable tec-
tonic energy, as it was detonated (like Hardhat) in a granitic massif.
I : v

5 International Seismological Summary for 1963.
 Bulletin mensuel : mois de September et October, 1963 ; mois de Févrieret Avril, 1967,
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It is not impossible that the underground explosion detonated in
Sahara on October 20, 1963 could belong to the category of explosions
in which the reactivated tectonic forces had a greater weight than the ex-
plosive forces (the third category), since the ,,compressions’” and ,,dila-

N

Fig. 11. — The first solution given for
the explosion detonated on October 20,
1963 at 12% 59™ 59% in Sahara; M =35.8.

&

tations” observed, may be separated as well as by means of two planes
mutually perpendicular (fig. 12). The lack of a larger number of observa-
tional data prevents us from deciding where this underground explosion
should be included, in the second or in the third category.

! Tig. 12. — The second solution given for the
. explosion detonated on October 20, 1963
! in Sahara.
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The ,,Hardhat” explosion was detonated on February 15, 1962 at
1800™00%, 1 GMT in the granite intrusion at the North end of Yucca
flat (Nevada). The mechanism of this explosion, studied by means of the
surface waves (Brune, Pomeroy, 1963) is a very eloquent proof
of superposition of the tectonic forces with the explosive ones. The mecha-
nism of the Hardhat underground explosion was even supposed to be simi-
lar to that of a tectonic earthquake (Brune, Pomeroy, 1963).

The granite intrusion in which this explosion was detonated is bor-
dered by two major faults, one of them bein an egxtension of the Yucca
fault, There are many minor faults in the vicinity of the explosion. In
this case it is better to consider that a superposition occurred of the ex-
plosive forces with the tectonic forces. The ,,Hardhat” explosion was fol-
lowed by a sequence of aftershocks, which proves that the reactivated
tectonic forces acted after the explosion too.

The results obtained by Brune and Pomeroy (1963) concer-
ning the mechanism of the ,,Hardhat’’ explosion include this seismic event
into the third category (according to the classification made in the pre-
vious chapter).

Our opinion is that the ,,Hardhat’ explosion as well as the Sahara
explosion, for which due to the insufficient observational data two solu-
tions are possible, may be included into the second category rather than into
the third one, '

We make the above statement, taking also into consideration the fact
that nevertheless the explosive forces cannot be negligible. The proof is given
by the ,,Hardhat’ explosion for which, according to B r une et al. (1963),
the surface waves generated by this explosion were smaller in comparison
with those expected for an earthquake of the same magnitude. Therefore,
the explosive forces were not negligible in comparison with the tectonic
forces because they influenced even the characteristics of the surface waves,
by means of which Brune and Pomeroy (1963) have issued the
hypothesis that the radiation pattern of ,,Hardhat’ explosion is similar
to that expected for a tectonic earthquake,

In this case the third category of underground explosions may be
doubtful. The theoretical and observational data establish the existence of
at least two categories of underground explosions, the first and the second
categories, according to the classification made in the previous chapter.

The data provided by the seismic bulletins as well as those which were
observed directly on certain seismograms, demonstrate that the undergro-
und explosions generate not only longitudinal waves but transverse wa-
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ves as well. The presence of the transverse waves is another reljable proof of
the asymmetrical distribution of forces acting in the explosive sources.
This asymmetry is present in figure 2, in the most general possible way for
a concentrated source.
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SIMULATIONS OF THE UNDERGROUND EXPLOSIONS
GENERATING LONGITUDINAL AND TRANSVERSE WAVES
BY
DUMITRU ENESCU, ANCA GEORGESCU, VASILE MARZA !

Abstraet

For the purpose to model the process noticed by Kim and Kisslinger regar-
ding the generating of the two wave types (P and S) by underground explosions produced
in spherical cavities, a generalization of Sharpe’s and Blake’s solution in made in this

paper.

It has been established the expression of the transfer function of the source by ineans
of which two electronic models for simulating of underground explosions generating longitu-
dinal and transverse waves have been designed.

INTRODUCTION

As it is known,one of the method of studying the physical phenomena
is represented by their electrical or electronic simulation. For the simula-
tion of the explosion process generating longitudinal and transverse waves
we have considered the cavity in which the explosive charge is placed to
be spherical, though the theory shows (Sharpe,1942;Blake, 1952;
Favreau,1969; Enescu, Cindea, 1971 and others) that the ex-
plosion in spherical cavities generate only longitudinal waves.

The observational data proved (Kim, Kisslinger, 1967) that
the underground explosions with spherical charges can generate the two
wave types.

1 Institute for Applied Geophysics. Department of Seismology and Seismometry. 5,
Cutitul de Argint st. Bucharest 28, Romania.
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For this reason, the first part of the paper describes a theoretical
model of a spherical explosive source generating longitudinal and trans-
verse waves.

Two electronic systems, by means of which the explosion process
generating P and § waves can be simulated, are described in the second
part of the paper.

The authors do not claim to present a new theoretical model of ex-
plosive source, since the theory of the mathematical model taken into consi-
deration in this paper is mere generalization of the solutions of Sharpe
(1942) and Bla ke (1952). This generalization consists in the extension
of Sharpe’s and Blake’s theory to explosions which generate P
and § waves,

The purpose of this paper is the electrical or electronic simulation
of the explosion process generating P and S waves. We have chosen from
the pertinent literature Sharpe’s (1942) and Blake’s (1952) ma-
thematical model, which will be presented under a form suitable to the pur-
pose of this paper.

Gurvich’s theory (1968) is not adequate since we desire to take
into consideration the displacements field for any (small and large) dis-
tances. Nevertheless, Gurvich’s paper was used by us as a basis for
adopting an assumption regarding to the tangential force distribution
from the spherical source.

MATHEMATICAL MODEL

Let us assume that the explosive charge is placed in a spherical
cavity of radius a (fig. 1). Due to the gas expansion produced by the explo-
sion, a pressure p will act on the walls of this cavity. If the medium in
the neighbourhood of the cavity is perfectly elastic, isotropic and homo-
geneous, & uniform pressure p(?) applied on the internal surface of the ca-
vity will generate only longitudinal waves (Sharpe, 1942; Blake,
1952; Favreau, 1969; Enescu, Cindea, 1971).

Actually, the medium being imperfectly elastic, the great pressure
which acts on the front of the shock wave produces in the vicinity of the
cavity of radius a, a zone of breaking, fissuring and shearing which are
able to generate both longitudinal and transverse waves. If the medium
in the neighbourhood of cavity is prestressed, that is,if in this medium, dif-
ferent kinds of stresses (tectonic stresses, residual stresses caused by others
explosions, etc.) are accumulated, the great explosion pressure p reacti-
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Fig. 1. — Explosive source generating longitudinal and transverse waves:

1, explosion cavity; 2, breaking and shearing zone; 3, zone of inelastic deformation for the § wave; 3,4, zone of
of inelastic deformations (cr the P wave; 5, elastic zone.

vates these stresses which, acting in the directions in which they have been
initially oriented, also generate longitudinal and transverse waves.

Let us assume that the processes responsible for the generation of
the two wave types take place in the range represented by the sphere of
radius b (fig. 1). For » >b (fig. 1), the pressure on the wave front becomes
smaller than the breaking strength of the rocks, but remains up to a dis-
tance r = r, greater than the elasticity limit of the medium. Therefore,
in the range comprised between the spheres of radii » = b and » = r, there
are both P and § waves, but due to the relatively large strains, they de
not behave as elastic waves,

Since the components of the forces generating longitudinal waves
differ in intensity from those responsible for the generation of transverse
waves, one can admit that the P waves become elastic waves at the distance
r,, and the § waves at the distance 7, (fig. 1); the equality »,, = r, =7
may exist only in a particular case,

08
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From the above considerations it results that the things take place
as if we were confronted with two spherical sources of elastic waves : the
source of radius r,, generating longitudinal waves and the source of radjus
7, generating transverse waves (fig. 1).

Fig. 2. — The pattern of action of the force S(f).

In order to simplify the solution of the problem we consider, inagre-
ement with Sharpe and Blake, that the displacement in the longi-
tudinal wave is funetion only of the distance » and the time #. In the case
of the transverse wave we assume, in agreement with Gurvieh, that
the oscillations of the particles on the sphere coincide with the rotations
variable in time of the sphere around a symmetry axis. If Ozyz is a coordi-
nate system with the origin at the center of the source, the rotations varia-
ble in time take place around the z axis arbitrarily orientated (fig. 2).
We consider the z axis arbitrarily orientated such that the displacement in
the § wave should contain both components (SH and SV).

In view of the above considerations the wave equations, written in
spherical coordinates (r, «, 8), have the form :

a9 g% 2 9
_?__V% __CE_;_____E_ =0 (1)
/ o or? r or
-+ b d - - -
2 o 2,1 2 2. 1
,a_q.{ - 15 ,é_(f_’ + — _‘?ﬂ_)_ + _1_ sin o 9 hd + cose _iq‘_ =0 (2)
o or? r dr rsin o do? Ju

« being the colatitude of any point in the medium,
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The propagation of the waves generated by the analysed spherical
source is governed by the equations (1) and (2).

Asconcernsthe boundary conditions, this paperdoesnotuse S at0’s
(1949) manner of presentation. The mathematical theory of elasticity
(Love, 1952) shows that the radial stress acting on the front of the lon-
gitudinal wave, in the case of the source of the type discussed by us, is
of the form

oU, U,

Gpr = (0 4 2u) = 4 22
or, r

3)

and the tangential stress on the front of the transverse wave is

1 U, | dUs _ Up
B — 4 =" .
o (rsina 9B + or r ) 0

Taking account of the conditions indicated above, we have :
Uy tr) = Up'tir); Ug =0 5 Uglla,r) = Ugl,a,r),

where U, is the displacement in the longitudinal wave and U, the displa-
cement in the transverse wave,

The continuity of the forces, according to Newton’s third law, impo-
ses the following conditions :

au U
Py = — [ (2 2uw) a—r” + 22 T”J (3)
T = T¢p
au U
Site) = — u[ ars —T“] (6)
T = Tosg

where P(1) and S(t, «) represent the radial and tangential components of
the forces acting in the source (figs. 1, 2).

Since the functions P(t) and S(¢, «) satisfy Dirichlet’s conditions,
it can be written :

+ o + o
— | x+2w 90y, =~ 2A EEJ —_—LS s P(y)e—-#y=1 dn dy )
T Je= Top — o0

ar Jo

+® o
—u [ 90U, _ ﬂ] = LS S S(y,0)ei™r =t dndy 8)
? = rog -

— 0
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Let us consider the exponentijal form of the solutions of the equa-
tions (1) and (2):

P = _1_ e T ; :[:: __1_ Raliar! 2, ©)
r r
where
'rp=l-r-_'r°p ; T’___l_r—r”
L 4 Vl
-+

Z is the potential vector of the rotation forces acting in the source
(fig. 2).
Since the rotation is around the 2z axis, we can write :

Wl=¢=1¢, = — e~ (10)

Let us set the conditions :

1 oo et ; -
P = S S A(M)P(y)e™ =~ " dndy (11)
2nr )_ w0 J—w
1 + co + co .
$ = S S B(n)(Sv,x)e™ = 78} dn dy (12)
2¢r J_ w0 J—a

From the considerations presented above there results

Up =— U,=%'—sina (13)

The expressions of the functions A(n) and B(n) can be obtained with
the aid of the boundary conditions (7) and (8) and taking account of the
relations (11)—(13).

As it was to be expected, the relations (11) and (12) are similar with
the relation (7) from Sharpe’s paper (1942) and with the corresponding
relation from Blake’s paper (1952). Applying the procedure used in
these two papers, we obtain, with the aid of the relations (11) — (13), the
expressions of the displacements U, and U, produced by the examined
source.
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Thus, if
and S(tl,a) = S, sinee for { > 0

for{ <0

P() = P,
Pty =0 and Sta) = 0

there results :

r

(14)

2 3
Vv - 2 2
Up = M—I—’p- Lo—?— — (522—) ——i—o e h”"sin b);.p‘fp + arc tg va — Vs +
Vv, — v Z

4pV? r

r \4 -
2rop —-__-—'_—:2' e 2™ gin (w;,,r,,)}
r Vvvg-”‘ Vs

2 2 - 1
U, = io_!ﬂz sin « {(ﬁ’_) -2 (L:i) e~has sin[ ©ogTs + arc tg 73:] +

3pVs r

+2V¥3 Tos p—hs¥a gin (o):,, ':,)}v
r

where :
2
— 2V, 2V, 22
o=V, 2 2 8 2 _ 2 1 gy = - s hy =
Wop Vmo,, — hy ros Vo VV,, Vs oP oo D roa Vs ’
’ V“z'_"—z__@li e _Bv. ., _ 3%,
Wo3z = Wos — h, 2’.03 y Gog Tos > 73 2’.03
o is the density of the medium.
If
P(t) = Pye™ "' : S(t,a) = S, " sin e,

there results :
3 2 _
_ropPy [_V__ . 1] [1 — cos (wppep] e~ +
£ z

? —49V?P2 2 - Vs
2 _—hptp \% Y.
Top € Po [sin (m;p'fp) + —T,—é cos (m:,prp) - '_'T__s:__'z]
20V, [ V2 — V2 VvE—v? Vvi v

2
_Aros [1 — cos (wosTs)] € ™™ +

U, = S, 5in «
: ¢ { 3(.1V§t'a

2 _ s e
2ros [sin (@esTs) + V3 cos (wos7s) — V3 Jehe '}

+

V3pvir

(15)

(16)

an

(18

(19)

20)
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In order to designe and calculate electronic or electrical models for
the simulation of the explosion process it is necessary to know the transfer
function of the source.

The total transfer function of the source is

QAo) = Qp(e) + Qs(w) = Qp1(0) + Upalw) + Qpylw) + stg(m), (21)
whereé : ‘ T ‘
Sy (@) v i
Qp(w) = Upa =— ( ,/rop)lm. (22)
Sp,(@) wop — w? + 2iwhy
_ SUn-z(‘-‘)) ‘]p‘-')gp
Qpale) = Spl(m) - o)%,, — w? + 2inh, (23)
_ SUsq("‘)) (Vsirgs)io
Qs,1(0) = SSI(O)) O)%s ot + 20wk, (24)
S 2
S 905 (25)

Ss(w)  Wh— w?+ 2ieh,

‘We used the notations :

_TeeVs . Tos _ Sue)
q? - 4er b qs 3[‘ 2 QZJ(“)) Spl(w)
s (26)
Q@) = 2 Sp, @) = Sp, (@) + Su,, @)

Ssy(e)
SUS(“’) = Svm(m)-i- SUM(O))

The functions Sy (), Sy (o), Sp(w), Ss(w) arethe complex speetra
of the displacements U,(t), U,(t) and of the functions :

2

T
Py) = —2— P(l) ; S(te) = —=
prvpVs prvs

2
Tog

S(t,x) 27)

The calculation of this transfer function has been performed by de-
termining the ratio of the signal spectrum at the source sistem output
(response of the medium to the forces applied in the source) to the signal
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spectrum at the input of this system. The input signal is represented by
the functions P(t) and S(¢) and the response of the medium by the displa-
cements U, (t) and U, (¢).

It is known that the shear and compressional motions are orthogonal
and thus can be picked up individually on the three components of a seis-
mometer. However, the total transfer function of the source has been writ-
ten above since it describes the totality of the filter characteristics of the
physical system represented by the spherical explosive source generating
P and 8 waves.

The relations (22)—(25) express the transfer functions of four fil-
ters whose differentjal equations are :

QU . dU N vV, dP

—EL g oop, Pl 4 p Uy = L (28)
ae dt rop di

Uy, Uy, . .

T 2hp 1 0f, Ups(l) = g0 Pi(l); (29)
d*Us, dU,,, 2 Ve dS;

Tl oo, 220 02 Ugy() = —2 22 30
P T a 0s Us1 e’ (30)
d2U, . dUs,,
—d‘l:‘—"‘ + 2hy d: = + O)?s Uso() = ‘Ismgs Sy, ). (31)

The transfer function (22), (24) and the differential equations (28),
(30) describe resonance filters and the functions (23), (25) and the equa-
tions (29), (31) represented low-pass filters.

ELECTRONIC MODELS FOR THE SIMULATION OF UNDERGROUND EXPLOSIONS

In figure 3, one of the models is presented by means of which, the
explosjon process of generating longitudinal and transverse waves can be
simulated. In order to attenuate the mutual influence between certain cir-
cuits represented in figure 3, buffer circuits with transistors are used,

For the calculation of the electrical parameters of the model, several
conditions must be taken into consideration. The values given to the dif-
ferent electrical parameters (resistances, capacitances, inductances) must
cover a large range in order that the simulation of the actual process be
made for as large as possible a range of values which the parameters of
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the medium and explosion may assume. The obeying of this basic condi-
tion is restricted by the necessity of choosing those values of the electri-
cal parameters which allow the construction of the model,

The functions P,(t) and S,(t) can be simulated by means of RC cir-
cuits denoted in figure 3 by I and II. At the input of these circuits the cons-
tant tensions Py, and S,, are applied and at the output we get the functions :

¢ t

Pit) = Pye % ;8,()=Sye O

where
1 ropV 1 2r
B, =— =R, Cy = 22 QGg= — =R,Cp= —2, 392
b h, » Cig 272 s 7y 8 Cip 3v, (32)
in which :
Ry R; Ry, Ry,
Rypm —8 08 o pg= 17 787 (33)
Ris + Ryq Ry + Ry
Riz=H7, + B Rig; Rig=hiY) + 2 p (34)

The quantities R,,, ki, ki, characterize the emitter follower cir-

cuit T, and the quantities R, g, k¥, h3j) characterize the emitter follower cir-

cuit T, R, ,and R, gare the input resistances ; b}, and &{}, are the input impe-

dances ; hY,, and hy), are the current transfer ratios.
It is known that the amplification of the tension of the emitter fol-

lower circuit is approximately equal to unity if the following condition
HD, Ry > 1%, or KEL Ry > nfl @5)

is fulfilled.

For the parameters Ry, Rig Chqy Cis, B, hir, By and kS we choose
values such as to satisfy conditions (35). By giving different values to the
parameters 7,,, ., V,and V,, the resistances R,, and R, , are calculated by
means of formulae (32). If the resistances &, , and R, ; are known, by deter-
mining the resistances R;, and R;; by means of formulae (34), the resis-
tances E,; and E,, can be calculated.

Part I1T of the scheme (fig. 3) releases the path for the longitudinal,
wave and delays the release of the path for the transverse wave, This delay

16 — c. 6
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denoted by At, represents the difference between the arrival times of the
two waves at any point of the medium, namely At =r/V, — #/V .

Actually, the two waves are generated simultaneously. Due to the
difference between their propagation velocities, the two waves arrive at
any point of the medium at different times. In the model shown in figure
3 we achieved this delay at the outset of the scheme but not at its end.
The final result is the same indifferently of the placing of the delay circuit.
The way of acting of this circuit is described in several pertinent papers
(Felea et al, 1964),

To obtain the function 8,(¢, @) = S,¢~"s’ sin « we have introduced
the circuit IV (fig. 3) which performs the multiplication of the function
8,(t) = S8pie™™ by sin o.

The buffer circuit with the transistor T, has the role to attenuate
the mutual influence between the multiplication circuit and the filters.

The calculation of the parameters of the resonance filters described
by the transfer functions (22) and (24) or by the differential equations
(28) and (30) can be made by means of the formulae :

¥ r 4 k
Ru:‘“a‘ Ly ; Cm:*_':ﬁ._; ay = —— = Ray; K= v
Top 4V Ly v,
(36)
2
3 Tos 2V,
Ryp=—- Ly 5 Cg=_—y— ; Ry =- Ly
Tos 3V, Ly s

These formulae result from the analogies made between the equa-
tions (28), (30) and the equations describing the two electrical resonance
filters shown in the scheme of Figure 3.

The formulae for the calculation of the low-pass filter parameters
are obtained in the same manner :

o 2
4V, r , g
R« = S L,y Cp=—2 . [ = Up2 ()
25 B 2 17 -2 »,2
Top ¥ D 4V 3L2 73
37
\4 _ Tos . v Usz2(t)
Ry = Efx Ly; Co=_——=— 3 Ugl) = ‘
Fos 3V8 L, g

As one can see, the values of the inductances L,, L,, L; and L,
must be chosen ; the other electrical parameters (resistances, capacitances)
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of the resonance and low-pass filters are calculated by means of formulae
(36) and (37) as function of the source dimensions and the elastic parame-
ters of the medium in which the explosion takes place.

The summation of the tensions U,, (¢) and U,,(t) is made by means
of the circuit consisting of the resistances Ry, R,y = 1/¢, B,y and Ry ;
the circuit consisting of the resistances Ryg, Ry, = 1/g,R3 and Ry makes
the summation of the tensions U,,(t) and U, ,(t). After a short calculation
it results: ‘

Unl) = mp [Upa(l) + U, o(63] = my [Upa(t) + Up2(D] = my Up(t)

CUD = mg [Usa()) + g, Uy o(D] = myg [Us,a(t) + Us2i)] = mg Ug(l) ,

where

R R
my = 30 . M. = 38

y 8 *
Ry + (1 + qp) Ry . Rayg + (1 + gs) Ry

In order to record on the same trace the tensions U,(t) and U, (¢)
which are shifted in time by the quantity At, the circuit consisting of the
resistances R,, K, = R, and R, is used. Finally the following tension
results ‘

Uy = m UM + U], (39)
where

In order to attenuate the mutual influences between the adder
circuits and the four filters, the buffer circuits with the transistors T,
T, Ty, T\,, T,3 and T,, are introduced in the scheme. For the parameters
of these transistors and for the resistances R,; Ry, gy, Rg, Rig, B,
such should be chosen as to satisfy conditions of the type (35).

By means of the system whose scheme is presented in figure 3, the
underground explosions can be simulated for not too large ranges of
values of the medium and explosion parameters. However, such ranges
cover a great part of the cases met with in practice.

The underground explosions generating longitudinal and trans-
verse waves can be also simulated by means of the system whose scheme is
presented in figure 4. For the simulation of the functions P,(¢) and S;(¢)
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one can use calculation schemes which furnish exponential tensions at
the output. Such a scheme is represented by an integrator circuit by con-
stant %, or h, and initial tension P, or Sy, with which the output and the
input are directly connected (fig. 4). These circuits simulated the functions
Py(t) = Pye™* and Sy(t) = Syue™' if the following conditions

hp: 2‘" = ! H h3=—-‘=:
repVp R G Fo

w

1
ReCy

(40)

o

are satisfied.

The relay K, (fig. 4) has two contacts. The contact 1 K, releases the
path for the longitudinal wave and the contact 2 K feeds up the R T M
time-lag relay. After the elapse of the delay time At fixed at R T M
this switches in its contact 1 R.T.M which releases the path for the
transverse wave,

The multiplication of the function §,(f) by sin « is is performed by
means of the multiplier consisting of the operational amplifier 4,, t,he re-
sistance R, and the variable resistance E, = R,. From the scheme | sin « , =
= Ry/R, results

The inverter made up of the elements 4;, R, and E,; = E,, is nece-
ssary for obtaining positive values for the product §,(t) sin «.

The circuits which represent the resonance and low-pass filters are
the same as those shown in figure 3.

Since the three adders should carry out the operations shown in
figure 4, the following conditions

R
R, = R, > Ry; = Ry 5 Rg=—T;

a»

R
Ryg = 1 H Ryg = Ryy = Ry

ds
must be satisfied.

The differential equations (28) —(31) describe the explosion process for
any form of the functions P(t) and S(f) because they result from the tran-
sfer function of the source. Consequently, the schemes presented in this
paper are valid for any form of the functions P(t) and S(¢) provided that
only the function generators be changed.
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PRINCIPLES OF CORRELATION
BY
PETER GIESE!

Abstract

The expression ,,correlation’ is discussed with respect to ils meaning in seismic work.
It is outlined the necessity to distinguish between the correlation in the time-dislance domain
(records) and that in the depth-velocity domain (cross sections). It coincides in reflection work,
but it is different in refraction in general.

The basic principle of correlation should be the phase correlation as usually used in
exploration seismic. But in deep seismic sounding the principle of group correlation must
be applied mainly due to the incompleteness of data. The difference between phase-and group
correlation, however, is relative when related to the wavelength of seismic pulses. The group
correlation means a simplification of the crustal velocity distribution.

INTRODUCTION

When evaluating seismic traveltime data, the procedure of ,,corre-
lation” plays an important role, perhaps the most important one. Before
discussing the principles of correlation the meaning of this term should
be studied and dearly defined.

The expression correlation means that a distinet thing or feature
is associated with a distinet term. In order to avoid difficulties, a dear
definition by aid of the properties of the object under discussion must be
given. In consequence, object equally termed can be joined or less preci-
sely expressed ,,correlated’.

The use of the word ,,correlation” in the seismic language means
mainly the identification of the events in the records and their joining.

1 Institut fitr Geophysik, Freie Universitdt Berlin, D—1 Berlin 33, Rheinbabenallee 49.
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This correlation in the time-distance domain is regarded as identical with
that in the depth-velocity domain. But a critical treatment will show that
this conclusion is not valid in all cases. On this base some general consi-
derations on principles of correlation are outlined.

CORRELATION IN REFLECTION SEISMICS

The following considerations are derived from a velocity distribu-
tion without any lateral variations. An extensjon to structures with hori-
zontal inhomogeneities is possible in principle. Reflected waves can be
characterized by the property that the derivative dz/dt means in general
an apparent velocity. Here, no information on the velocity at the turning
point, the reflecting element, can be obtained. The reflection aims to
trace sudden changes of wave impedance in the medium under study.
The sudden change of wave impedance causing the reflections is the fea-
ture that must be traced or correlated from point to point in the cross
section. This plane of sudden wave impedance changes is detected by near
spaced pointwise observations. The tracing of the arrivaltimes of a reflec-
ted wave in the time-distance domain — within one multichannel record
or from one record to the next one — corresponds immediately to the tra-
cing of the interface in the cross section. In conclusion the correlation in
the record sections coincides with that in the cross section.

CORRELATION IN REFRACTION SEISMICS

Refracted waves, in the very general meaning of penetrating ones,
can be described by the feature that the quantity d/dt allows the deter-
mination of the true velocity at the depth in which the ray turns, In
general each refracted ray is associated to a certain depth level charac-
terized by a certain velocity. Here one has to check whether the corre-
lation in the time-djstance domain corresponds directly to that in the
velocity depth one,

The correlation in the record sections means the joining of the arri-
valtimes of a wave group from trace to trace, just as in reflection work.,
A wave group can be defined by a traveltime curve characterized by a
curvature without change of sign. If, however comparing and compiling
the results of two or more corresponding traveltime curves, a common
and joining parameter is necessary. The only possible common parameter
in a general velocity distribution is the velocity at the depth of ray
turning, Consequently in cross sections, investigated by aid of refracted
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waves, the correlation of points showing the same velocity leads automa -
tically to a display with lines of equal velocity.

It is quite evident that the special case of a velocity gradient which
becomes infinite — meaning an interface — is involved here. If the in-
version of the traveltime data reveals that more than one refracted ray
was turned in the same depth an interface is existing. In principle, each
sudden velocity increase or decrease can be displayed if the chosen velo-
city interval Av of the isolines is sufficiently small. These conclusions can
be extended to cases with inclined interfaces, too.

Cross sections are one kind of data representation, contour maps are
another one. Here the depths of a distinct velocity or the wvelocities
of a distinct depth can be correlated and displayed.

In conclusion it can be stated that in reflection work correlation
in the time-distance domain coincides with that one in the space (depth-
distance) — velocity domain. The situation is different in refraction work
(penetrating waves in general); the correlation in the time-distance do-
main cannot be directly transferred to the feature velocity (comparable
and correlable in the space (depth-distance) — velocity domain.

The second part of this paper deals with the correlation in the re-
cord sections that means in the time-distance domain.

PRINCIPLES OF CORRELATION IN THE TIME-DISTANCE DOMAIN

Phase correlation

The first step of evaluation of x, ¢ data is the identification of arri-
valtimes of a wave group in a record section. A wave group can be briefly
defined by the conditions having a continuous traveltilne curve charac-
terized by increasing traveltime with distance and the quantity da/dt
must be continuous, too. The basic principle of correlation is the phase
correlation. In practice, the phase correlation does not use the beginning
of an event but the next pronounced minimum or maximum of ampli-
tudes. It is evident that a sure phase correlation requires & spacing of
detectors smaller than one wave length (quasi wave length of the seismic
pulse recorded).

The inhomogeneous crust passed by a wave field generates many
events which travel to the surface. Due to the practical incompleteness
of data in seismic crustal studies it is impossible to display the real detai-
led velocity distribution of the area nnder study. So here a first simplifi-
cation has to be introduced in order to separate very local inhomogenei-
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ties — here regarded as noise — from major features causing regular sig-
nals. Some criteria must be applied when identifying these regular wave
groups in the record section :

a) The amplitudes or [ and frequencies of the events being corre-
lated must exceed resp. differ those of the noise;

b) the apparent velocity must show values within a possible and
reasonable range, and

¢) the traveltime branches correlated must be of some length.

There arises the question of how long a segment must be in order
to fulfill the criterion of ,,sufficient length”. It depends on the density of
data available. In reflection work the scanning density at the reflection
horizon is half the detector spacing. But in refraction work in general
each observation line (one shot point and the associated observation line)
allows only that one velocity isoline is detected once. So it seems reaso-
nable in crustal studies to see the length of regular traveltime curves as
at least of some 10 kilometers corresponding to the shot point distances
used here.

The principle of phase correlation is applied in exploration refrac-
tion work to-day widely performed by automatic picking procedures.
In seismic crustal studies a phase correlation is possible when continuous
profiling is used. Figure 1a shows an example of a phase correlated reflec-
tion whereas the figure 1b demonstrates that of a refracted wave,

The problem of the ,length of traveltime branches’, established
by phase correlation, leads to the principle of group correlation.

Group correlation

The modern view of crustal structure is a sandwich-like structure
with components larger and sinaller than the wavelength of the seismic
pulse (Meissner, 1967;Fuchs, 1969; Davydova, Kosmins-
kaya, Kapustian, Michota, 1972). Especially the classic dis-
continuities are composed of lamellae causing many wave groups. It
depends on the wavelength applied whether these details can be resolved
or not. In the case of high resolving power the traveltime branches, phase
correlated, are of shorter or greater length and are arranged within a
more or less wide stripe. Representing these separated segments by a mean
traveltime curve the principle of group correlation is applied, whereby
the points of support are individual segments, indicated by phase corre-
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Fig. 1a. — Record section in reduced time scale showing a reversed traveltime curve
PMp established by phase correlation. Profile Jittland, 1962. (data after Hirschleber,

Sellevoll, 1966).

Fig. 1b. — Record section in reduced time scale showing a normal traveltime segment
P, established by phase correlation. Refraction profile Rhenish Massif (Baier and Meis-

Hjelme,

sner, personal communication, 1971).

lation or even only by groups of large amplitudes. The latter feature is
mainly present when in crustal studies the point sounding method is used.

In detail a group correlated traveltime curve can be of different struc-
ture, In principle the arrangement of the short elements is statistical or
systematic with respect to the average traveltime curve (fig. 2, 3). Evi-
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dently the group correlation yields a simplified representation of the real
crustal velocity distribution more or less widely. An example is given
in figure 3 and 4, Here the classical P’ P-curve is splitted into separated
segments which are practically phase correlated. The detailed velocity
distribution in the interval of the crust/mantle transition shows a change
between high and low velocity layers (Giese, 1972). The group corre-
lated traveltime curve yields a wide transition zone with increasing velo-
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along the strip of the PMP-group [Sollogub, Chekunov, 1972].

Iig. 2. — Portion of a decp svismic sounding profile observed in the Ukraincan shield showing
separated traveltime clements cach being phase correlated but without a systematic arrangement
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city gradient with depth. Due to the principle of group correlation the
velocity reversals must remain undetected. It is clear that the simplifi-
cation of crustal structure is stronger if only few traveltime curves are
used. Furthermore theoretically calculated seismograms on the base of
group correlated traveltime branches are evidently not comparable with
the observed amplitudes.

As well as in phase correlation, some criteria are necessary for the
application of group correlation :

a) Joining of separated phase correlated segments and/or joining
of arrivals characterized by eclear and large amplitudes ;

b) the resulting apparent velocity must be within a possible and rea-
sonable range, and

¢) the traveltime branch must show ,,some length’’.

As briefly remarked previously, the type of correlation must be seen
with respect to the wave length used and therefore the terms , phase-”
and ,,group-” correlation are relative. Large wavelengths veil the detai-
led structure by integration yielding an uninterrupted traveltime curve,
thereby allowing a phase correlation. Using shorter wavelengths, this one
traveltime branch dissolves into numerous separated shorter segments,

The principle of group correlation in a very general sense is applied,
too, if certain time-distance or certain depth-velocity relations are intro-
duced in order to apply the mathematical tool of the least square method.
A constang velocity layer is related to a linear time distance curve, Poly-
nomials of higher degree lead to more complicated velocity-depth functions.
The points which must be matched by a certain type of curve are based
on the traveltimes picked from the arrival time of ,,distinct’” events in
the records. Because the individual features of an event (amplitude, fre-
quency) are neglected by the correlation, the principle of group correla-
tion is present.

Some arbitrariness may exist when there is to decide which type
of certain mathematical relation and how many branches should be in-
troduced.

A typical application of the method just mentioned is the time-
term analysis. The time-term analysis regards the derivations of the real
arrivaltimes — mainly first arrivals — from the best fitting curve and
interprets these time differences as variations of thickness of the layer
under discussion. An example is described by Berry and W e s t (1966),
here having evaluated the seismic data of the Lake Superior experiments.
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ON THE PHASE- AND GROUP-VELOCITY CURVES OF THE
RAYLEIGH WAVES

BY
ZOLTAN KISS1?

A number of theoretical dispersion curves have already been plot-
ted for the Rayleigh waves, but the investigation of near-surface structures

has required to perform calculations of this kind by using new para-
megers.

Y

The period equation of thelRa,yleigh wave for 1-layered medium has
- been used with the following elastieity constants (tab. 1).

TABLE 1

Paramelers of the theoretical dispersion curves calculated for the Rayleigh wave.

s 1Y Pe & _b 4%
1 P1 aq b by b,
0.25 1.73205
0.35 1.4 1.05 1, 1547 © 2.08166
0.45 3.31663
Note : o, = 6, = ¢ = Poisson ratio
" the constant of rigidity

e the density

a,b the velocity of the longitudinal —and transversal wave
(Index 1 refers to the upper layer, index 2 to the half space).

o

1 MTA GGKI, Bp. XI, Meredek u., 18, Budapest, Hungary.
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The fundamental-mode phase and group-velocity curves are
shown in figures 1 and 2. The period of the Airy phase corresponding to
the mijnimum value of group velocity changed very little with the growth
of the Poisson ratio.

&
4
"

Fig. 1. — Theoretical phase-velocity
curves of the Rayleigh wave. (c)

Moo B o 1.05:L0 = the wave

Hy 1
length; H = the thickness of the Iayer,

8
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Fig. 2. — Theoretical group-velocity curves of

the Rayleigh wave. (U)

dET 5 1.4; de3n — 1.05; L =the wave length:HZ =

Hy P
= the thickness of the layer: T, = the period of the A%
Airy phase.
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The same parameters have been used for calculating the horizontal
and vertical components of displacement of the Rayleigh waves as refer-
red to the Earth’s surface (fig. 3). In case of equal periods the path of the
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particle motion is an ellipse. The relation of the components of displace-
ment remains positive for every period. Therefore the direction of particle
motion in our case is always a retrograde one,

The analysis of the components of displacement of the dispersive
surface waves registered in the practice can be applied to identifying wave

Fig. 3. — Relationship of the horizontal
(U) and vertical (w) components of/:l [ =925

/7 =
displacement on a free surface of the ,; | ; G'Zg

Rayleigh wave as plotted against values
proportional with the period (Tb,/H) 46 |

Beooqg: B o 108 T b derloiidtibe P E - 4 ¢ ] 17 7 7%
4 v 4

y P1
Rayleigh wave; H =the thickness of the laver.

types. In addition, analyses of this kind may give some additional infor-
mation on the thickness of the respective layer or the velocity of the
transversal wave traversing it.

Theoretical dispersion curves with values rather close to the elasti-
city constants of the Earth’s crust and the upper mantle, were published
for our hypothetical model by Bolt and Butcher (1960). Their
basic data are given in table 2.

TABLE 2

Velocilies (a, b) and density condilions, (p,/p,) of the theorelical dispersion curves calculated for the
Rayleigh wave by Boll and Butcher (1960)

\A’BCD{E FiGlHlIIJ}K
a, ]L"l 58| 6.0 ’ 62 | 6.0
km -
b, [—— 3.6 3.4[ 3.8] 3.6 3.6
s F
km D
[— 8.2 8.2 80| 8.4 8.2
s
[5E 48 46 | 5.0
S -
1.296 14 |1.207 1.296

The numerical data of 11 fundamental mode theoretical curves
have been plotted and the pairs of values corresponding to the minjmum
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value of group velocity, U,/b, and T,b,/H, have thus been determined.
The latter changed hardly any for the various cases, falling between 2.1
and 2.16, Since the minimum value of group velocity depends first of
all on the velocity of the transversal wave in the respective layer, U,
has been plotted against b, with consideration of all the 11 cases. (fig. 4).

U
[Am s
3 -
17+ Fig. 4. — The minimum value: of group
. velocity (U,,) as plotted against the trans-
B 29 versal wave propagating in the upper layer
28 (b;) on the basis of the group-velocity cur-
‘ ves published by Bolt and Butcher
27 | (1960). (The dot o indicates’ three -sube-
‘ qual values).
26 r

45_ ] 1. L ) 1 1 _@
T30 32 3¢ 36 af 400%?/
Using this graph and the afore-mentioned relationship

. _Tmdy
2.1-+2.16

a very rapid estimate for the approximate average thickness of the crust
was obtained on the basis of the observation of the minimum value of
group velocity of the fundamental-mode Rayleigh wave and of the period
of the Ajry phase. The period 7, and minimum value of group velocity,
U,, can be measured from the seismogram in most of the cases even when
the entire dispersive wave train has not been registered.

We may add to this, that in a later publication Mooney and
Bolt (1966) calculated new theoretical dispersion curves for the Rayleigh
waves. Their parameters and the minjmum values of group velocity read
off their published graphs, together with the relevant periods, are shown
in figure 5. We can see also from this, that, despite the relatively wide
range of variation of the elasticity constants, the T,b,/H values are li-
mited t6 a narrow band. We are of the opinion that, like in the case of
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the Earth’s ecrust, an even more subtle recording of parameters might
give a possibility for the rapid detecting of certain discontinuities even in
near-surface structures. . . g

Ly
[
a7 —r
"
a5 =5
L =30
457 2 3
49 — T
b2
—= /I
a8 \ B 3
' =16
q77 1
Fig. 5. — The minimum value of the group velocity dg- - 4
(Um/bl) as plotted against the period of the Airy phase S
(T,by/H) on the basis of the group — velocity curves g4 B
published by Mooney and Bolt (1966). 2
3;'1=2-0: P2 1.5:0,=0.25:0, = 0.25. G41 '0 T
P2 A 4’
43{ 2 J
a] T T '
L 6=040. .
a¢ } °a%
P =045
o 2 5
T T
» 0 =040
a6+ =025
0 =035
ai TR zd;”
7 2 3 _biim
i =

Al in all, we can conclude that in the case of waves propagating in
a stratified medium, at least one period of large amplitude (or a very nar-
row frequency band) can be distinguished on seismograms obtained for
different epicentral distances, An essential characteristic of the thickness
of a given layer, this is the period of the Airy phase of the Rayleigh wave
or of other types of surface waves. (The higher modes of the surface waves
have been disregarded in the present discussion),
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SOURCE FUNCTION OF STRESS WAVES IN NON-ELASTIC
AND ELASTIC ZONES OF AN EXPLOSIVE SOURCE

BY

VLADIMIR SCHENK 1

INTRODUCTION

At present the question of determining the source function of stress
waves on the surface of an elastic source of seismic waves is coming to
the fore. The definition of its pattern on the basis of the physical proper-
ties of the medium and the size of the source makes it possible to solve
more reliably the questions connected with the determination of the dy-
namic parameters of seismic waves in different distances from a given
source.

In the solution of the above problems it is a question of computing
the particle displacement and its derivatives for the in advance defined
physical conditions that are simplified compared with reality. The basis
condition for such a computation is the knowledge of the source function
of stress waves. In a number of mathematical procedures the presence
of non-elastic deformations in the vicinity of the source of seismic waves
is not considered and very often a strongly simplified source function on
the surface of the spherical cavity of the source is defined. Therefore, the
question of determining the stress wave pattern on this source remains
still open. That is why in the present work an attempt has been made
to approximate the measured wave records in the zone of non-elastic as
well as elastic deformations of the explosive source of functions with such
a character that would best approach the known patterns.

1 Geophysical Institute of the Czechosl. Acad. Sci., 141 00 Praha 4 — Spofilov Boéni
II., Czechoslovakia.
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APPROXIMATION FUNCTION OF STRESS WAVE PATTERNS

The up to now used source functions that would suit the measured
stress wave records in the close vicinity of the explosive source were eva-
luated. These functions can be distinguish into four groups.

In the first group the stress acting on the surface of an elastic source
is of a constant value with a limited or unlimited time effect. Its pattern
fits the form (Nishimura, 1937; Sezawa, Kanai, 1941, 1942;
Sharpe, 1942; Selberg, 1952; Sabodash, 1966; Fadeeyv,
1968; Ghosh, 1969) '

p(®) = py €Y
or the form (Nishimuwra, 1937; Sharpe, 1942)

p() = po(t — e~ @)

In the second group the stress on the surface of an elastic source
reaches its maximum within a short time and then it falls for a conside-
rable time to nought value. This drop can be expressed by the function
(Sezawa, Kanai, 1941; Sharpe, 1942; Blake, 1952; Sel-
berg, 1952; Milkulinskiy, 1965; Gurvich,1966; Ghosh
1969)

p(t) = poe™® : %)

or functions (Sharpe, 1942; Duvall, 1953; Vanék, 1953;
Berg, Papageorge, 1964; Mikulinskiy, 1965)

p() = pole™ Pt — e~ Bdh), )
PO = pee® (1 — ke™Ph, ®)
pt) = pof* e ¥ (6)
and
p(t) = py B* X e, ™

In the third group the stress acting on the surface of an elastic source
of seismic waves is of oscillatory undamped character with unlimited time
effect and is given by the function (Blake, 1952; Gurvich, 1965)

p(t) = po & ®
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or functions- (Seza,wa, Kanai, 1941 1942 \Ieyer 1964)

.- & -

p(t)—posmm . )

In the fourth group t,he stress on the surfa.ce of an elastic source of
sejsmijc Wa,ves is of oscillatory da,mped character and is given either by
one function (Sezaw a, Kanai, 1941)

p(t) = po e ®

sin. o (10)
or two functions linking up to each other (Atchison, Pugliese,
1964; Duvall, Pugliese, 1965; Starfield, 1966; Star-
field, Pugliese, 1968) )

P)=pPo e P gin ot .... for 0 <.t < — i
2w

—B . for t> :—321 ' (1)
w

pt) = —py e

A.'compa,rison of the above source functions with stress wave re-
cords measured in real geological media® (Starfield, 1966) revealed
that these functions in the vicinity of the surface of an elastic source do
not by their properties quite suit the obtained records of these waves,
The stress wave patterns in the neighbourhood of the explosive source
roughly possess the form of a deformed sinusoid, whose first maximum
amplitude is manyfold greater than the followmg amplitude, and the time
of the first halfwave is shorter than that of the following halfwave. The
properties of stress wave records indicate that the approximation funec-
tion that would express these records with minimum distortion will be
consist from the combination of functions of the second and fourth group.

The above combjnation nearly fits the Berlage function, which is
often used for solving wave problems. However, contrary to stress wave
records it has a constant period of oscillation. In order to achieve varia-
bility of its period with increasing time, the sinus argument was extended
by the member &, and thus originated new function had the form

pt) = pot® e~ ® sin [(@ + 81) 1) o (12)

2 Schenk V. Study of generation of stress waves near an explosion in soils. 1968.
CSC Thesis, Geophys. Inst. Czechosl. Acad. Sci.
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The use of this function in a concrete case showed that function (12) fulfils
all the above mentioned features of the stress wave pattern in the close
neighbourhood of the explosive source. It must be pointed out that in-
dividual coefficients in term (12) are of no specific physical meaning but
they can be used to express the changes in the form of the stress wave
pattern in the medium under investigation in'dependence on time, on
distance from the source and on its size.

THE SOURCE FUNCTION. OF STRESS WAVES FOR GRAVEL SANDY SOIL

The character of coefficient dependences was sought in stress wave
records measured in gravel sandy soil 3. The individual records were appro-
ximated by function (12) in such a way that for the determjnation of
coefficients p,, «, B, w and 3 the times of their nought and extreme ampli-
tudes together with the amplitude values were taken into account.

By means of statistical methods the changes of these coefficients
provided their dependences on the size of the source C (kg) and on the
scaled distance * (mkg~®) from the centre of the source. The coefficient
B was found to be dependent also on the radius of the elastic source of
stress waves r5(mkg~"?), In gravel sandy soil the found dependences have
the following form

Py = 1.7 x 107 =34,
@ = (1.289 + 0.065) — (0.117 + 0.037) InC,

B = (400. oF34t. 7) C—(0-2<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>